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Abstract

The media discussion on `information superhighway', `Internet' and `national information infrastructure (NII)'

has highlighted the potential of information technology in modern society. The changes in information and
communication technologies provide both opportunities and threats to small businesses located in rural
communities. The objective of this study is to identify the state of use of various communications technologies and
the factors that in¯uence the adoption of these technologies in small businesses located in rural communities in the

US. A research model is postulated that contains 10 independent variables under three broad categories Ð
innovation, organizational and environmental characteristics. The dependent variable, adoption of information and
communication technologies, is measured as the degree of adoption of four modern communication technologies by

the organization. Data from 78 organizations were collected using a structured interview process. The results of data
analysis using discriminant analysis indicate that relative advantage, top management support, organizational size,
external pressure and competitive pressure are important determinants of adoption. # 1999 Elsevier Science Ltd.

All rights reserved.
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1. Introduction

Leading thinkers in the communications ®eld have

claimed the advent of the digital `revolution' has cre-

ated a society that is increasingly dependent on infor-

mation and the technology to process it [4]. However,

it is yet to be seen how well the society will accept and

assimilate these technologies. Researchers predict that

future society will employ more people in information

related industries than in previous decades, and that

access to information and skills in using the technology

will become predominant determinants of success for

individuals and organizations. Hence, it is not surpris-

ing that the news media are re¯ecting society's trans-

formation and highlighting the potential opportunities

from these technologies.

While there is little doubt about information and

communications technologies' impact, researchers in

business and sociology have questioned whether the

impact of technology will be even and whether certain

categories of business (e.g. small business) or certain

regions (e.g. urban or rural) will be adversely a�ected

by the technologies [19, 33]. As the structure of the US

economy shifts from a focus on manufacturing to ser-

vice industries access to information and its e�cient

processing will become vital to the local economy [23].

The changes in information and communication
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technologies provide both opportunities and threats to

small businesses located in rural communities [28].
New communications technologies have made geo-

graphic locations and distances irrelevant, especially in

the service industry. They open up new markets that
were not previously accessible. Hence, rural businesses

can compete with their urban counterparts in the same
market and may have a competitive edge in terms of
lower labor costs and overheads [2]. This may motivate

urban businesses to take advantage of the cheaper
labor resources relative to urban areas and potential
markets in rural communities by relocating some of

their operations to these communities. Investing in
these technologies can lead to economic bene®ts

through more price competition, lower inventory costs,
reduced business travel and new distribution channels
without middlemen [20].

These communication technologies also bring in po-
tential threats to small businesses. History has shown
that availability of basic infrastructure, such as rivers,

railroads and interstate road systems drives local econ-
omic development. The lack of access to an interstate

road system in the US signi®cantly a�ected the econ-
omic survival and growth of some rural communities.
In an information economy the drivers of economic

growth would be the telecommunications and IT infra-
structure. Unfortunately, the telecommunications infra-
structure seems to follow a similar pattern as the

interstate road system. Market forces that dominate
the creation of the telecommunications infrastructure

may inhibit development of `universal access' to all
areas in the country, since demand in urban areas is
greater than rural areas [22]. Hence, rural businesses

are caught in a vicious cycle Ð lack of communi-
cations infrastructure reduces the demand for com-
munications services, which further constrains future

investment in the infrastructure [19]. This may result in
rural businesses being further alienated from main-

stream economic activity [23]. Another source of threat
is that these new technologies provide the opportu-
nities for businesses to bypass the rural areas and relo-

cate in developing countries where the labor and
overhead costs are much lower.

Prior studies on information technology in small
businesses have primarily focused on use of traditional
IS application systems, user satisfaction and success

with these systems. In this study we are examining the
adoption of communications technologies, which we
believe has not been studied in depth so far. The pri-

mary objective of this study is to identify the state of
use of various communications technologies and the

factors that in¯uence the adoption of these technol-
ogies by small businesses located in rural communities.
While most prior studies on IT adoption have focused

on large corporations in urban settings, this study
focuses on small businesses in rural communities in the

US. The management issues, problems and opportu-
nities for small businesses are very di�erent from larger

organizations; therefore, this study of IT adoption
should provide useful ®ndings that could provide
guidelines for small businesses. Since the adoption de-

cision is an organizational level decision, the unit of
study will be the individual organization [9].

2. Background

The traditional innovation adoption/di�usion litera-
ture examines a wide variety of innovations in di�erent
contexts and provides a rich foundation for studies on

adoption of information technologies [27, 29, 31]. This
study proposes to use this literature along with IS im-
plementation literature to study the adoption of new

communications technologies.
An innovation is any idea, practice or object that is

perceived as new by the adopter. The innovation adop-

tion/di�usion literature examines the various factors
that in¯uence the adoption of innovation, the charac-
teristics of the adopters, the process of adoption de-
cision making and the di�usion of innovation in the

population. Rogers [27] provided a number of general-
izations regarding classical adoption/di�usion:

. Innovations have certain characteristics that adop-
ters perceive as determining the rate of adoption.

Some of the characteristics are relative advantage,
compatibility, complexity, trialability and observabil-
ity.

. There are personal characteristics (e.g. level of edu-
cation) of potential adopters that make them more
innovative than others.

. The decision to adopt and use unfolds in stages:
awareness stage of acquiring information about the
innovation, persuasion stage of being persuaded to

adopt the innovation, decision stage of deciding to
adopt, implementation stage of implementing the in-
novation and using it and ®nally con®rmation stage
of evaluating the actual outcomes with expectations.

Di�erent factors in¯uence the adopters in the var-
ious stages.

. The behavior of some individuals (champions or

change agents) can accelerate adoption of the inno-
vation.

. The di�usion process usually starts out slowly, but

`takes o�' rapidly after an initial period and even-
tually levels o�.

The primary motivation for businesses to adopt new

technologies is the anticipated bene®ts these technol-
ogies would bring to the company. However, before
organizations can anticipate the bene®ts they must ®rst
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be aware of the need for the innovation (demand pull)

and how that innovation can be used to overcome the
existing performance gaps/de®ciencies or exploit new
opportunities [35]. Rogers [27] describes innovation de-

cisions as being: optional Ð choices to adopt or reject
an innovation are made by the individual; collective Ð
choices to adopt or reject the innovation are made by

consensus among members; or authoritative Ð choices
to accept or reject an innovation are made by a few

persons with some sort of authority (power, status,
technical expertise). The decision to adopt or reject in-
formation technologies within an organization would

generally fall into one of the latter two categories,
since the decision must be made by a consensus among
members of the organization or handed over from top

management.
Attewell [1] observed that most adoption/di�usion

research in the IS area conforms to one of two distinc-
tive styles: `adopter studies' and `macro di�usion stu-
dies'. The former primarily addresses understanding

di�erences in adopter innovativeness, while the latter
deals with characterizing the rate and pattern of adop-

tion of a technology across a group of potential
adopters [3]. This study would ®t in the earlier cat-
egory. Studies on adoption typically evaluate various

environmental, organizational and technology charac-
teristics that facilitate or inhibit adoption. Kwon and
Zmud [15] in their review of innovation adoption lit-

erature in the management area identi®ed ®ve major
categories of factors in¯uencing adoption. They are

product or innovation, organizational (or structural),
environmental, task and individual characteristics. A
brief review of factors in each category is provided

below.
In a meta-analysis of 75 studies, Tornatzky and

Klein [31] examined the relationship between inno-

vation characteristics and adoption. The 10 character-
istics they found most frequently used were relative

advantage, complexity, communicability, divisibility,
cost, pro®tability, compatibility, social approval, trial-
ability and observability. Of these, relative advantage,

compatibility and complexity were found to be consist-
ently related to adoption. Recent studies in IT adop-
tion have found these variables to be also important in

the context of adoption of various information
technologies [6, 24].

Research in IT adoption identi®es many organiz-
ational factors that in¯uence the adoption of IT [15].
They are: top management support, size, quality of IS,

user involvement, product champion and resources
(time, funding, technical skills). Product champions

create the awareness and mobilize the support for the
innovation. Top management's commitment ensures
adequate resources for implementing the

innovation [7, 12]. Palvia et al. [21] found that the use
of computers in small businesses was in¯uenced by the

size of the business, computing skills of the owner/

manager and the number of years the business has
used computers. Once adopted, however, the extent of
di�usion was in¯uenced primarily by the size and age

of the business [16].
The external environment also plays a signi®cant role

in the adoption of new technologies. Kwon and
Zmud [15] claim that studies on the in¯uence of organ-
izational environments are generally undertaken from

two di�erent perspectives: as a source of information
or as a stock of resource. When viewed as a source of
information, factors such as heterogeneity (e.g. custo-

mer diversity) and uncertainty (e.g. instability and tur-
bulence) are major attributes. When viewed as a stock

of resource, factors such as competition in the adopter
industry and in the technology-vendor industry, inter-
®rm dependence and resource concentration/dispersion

play an important role. The growth in interorganiza-
tional systems (IOS) and strategic business systems has
highlighted the role of external environmental factors.

Premkumar and Ramamurthy [25] found that trading
partner exercise pressure to adopt IOS. Gatignon and

Robertson [10] found that competitive pressure in the
adopter industry, marketing support of suppliers and
competition in the supplier industry have an impact on

adoption. Studies in sociology have found that vertical
linkages are the primary conduits for ¯ow of technol-
ogy to rural communities [32]. Delone [8] found that

small businesses depend on external support for their
IS applications.

Research studies have also examined the role of task
characteristics, such as task structure, autonomy,
uncertainty, etc. on innovation adoption [15].

However, when an innovation is used in di�erent con-
texts with varying task characteristics it becomes di�-
cult to generalize the results. Individual characteristics,

such as education, age, experience, psychological traits,
etc. have been found to strongly in¯uence innovation

adoption [27, 30]. IT adoption literature examines
adoption under two broad categories Ð individual and
organizational adoption [9]. While individual charac-

teristics are considered for the ®rst category, it is nor-
mally not included for studying the second category,
organizational adoption, since the adoption decision is

a collective decision based on a consensus of a group
of decision makers, rather than one individual [27].

Once an adoption decision is made, most often it is
not optional for the employees to adopt or not adopt
the innovation.

Since this study is examining adoption at the organ-
izational level, individual characteristics were not con-

sidered in this study. Also, the technologies examined
in this study spanned multiple tasks and therefore task
speci®c characteristics were not considered appropriate.

Hence, in this study we are examining the in¯uence of
innovation, organizational and environmental charac-
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teristics on adoption of communication technologies in
small businesses.

3. Research model and hypotheses

The research model is illustrated in Fig. 1. It

describes the impact of three sets of antecedent factors
Ð innovation, organizational and environmental
characteristics Ð on the adoption of information tech-

nologies in small businesses.
The innovation characteristics considered are relative

advantage, cost, complexity and compatibility; the or-
ganizational characteristics are top management sup-

port, IT-expertise and size of the business and the
environmental characteristics are competitive pressure,
vertical linkages and external support. The dependent

variable, adoption of information technology, is a
dichotomous variable based on adoption of four com-
munication technologies Ð e-mail, online data access,

internet access and EDI. A brief justi®cation for the
variables selected followed by research hypotheses for
each variable is provided in this section.

The primary focus of this study is adoption of com-
munications technologies. Based on an initial study we
found that the communications technologies most used

are fax, online access to computers, electronic mail,

electronic-data-interchange and internet. Since fax is
ubiquitous and well di�used in the society, we did not

consider it relevant for our study. The remaining four
technologies can be broadly termed as computer-

mediated communications technologies. Since all the
four technologies require computer interaction, prior

research on IT adoption can be used for developing
the research model. Electronic mail (e-mail) is becom-
ing very popular for communication among business

partners. Often, while dealing with large ®rms, small
businesses have to use e-mail to facilitate communi-

cation. Further, small businesses also ®nd it cost-e�ec-
tive to have e-mail as it provides asynchronous

communication. Electronic data interchange (EDI)
provides an automated transfer of business transaction

communication between computers of trading partners.
The bene®ts of lower labor costs, accuracy of data,

reduced turnaround time and pressure from large
trading partners have made EDI very popular among

businesses [24]. While e-mail and EDI provide, respect-
ively, unstructured and structured transfer of messages

between trading partners, online data access provides
remote access capability to trading partners' compu-

ters. This allows ®rms to directly interact with part-
ner's computer, and enter or retrieve information from

Fig. 1. Research model.
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it. Very often, this communication option is used in
tightly integrated ®rms such as subsidiaries/franchises

of the parent organizations. The parent organization
makes available its computers and its IS applications
to their subsidiaries or franchisees. For example, they

may use the parent's point of sale (POS) system or
their inventory system. Internet as a communication
technology for electronic commerce has attracted con-

siderable media hype and created interest among
businesses to exploit this technology. However, the im-
plementation of these technologies for true business-to-

business communication in the small-scale sector is yet
to be determined.
The four innovation characteristics considered in

this study were found to be consistently signi®cant in

studies of innovation adoption [31] and IT adoption/
di�usion [24]. Among the organizational factors top
management support and size have been found to be

important in many studies on IT adoption and IS
implementation [7, 17, 21]. Since IS expertise and ex-
perience has been found to be directly related to a var-

iety of organizational IS characteristics and MIS
success [8, 21, 26], the internal expertise variable was
included in the model. External environment plays a

signi®cant role in adoption of communication technol-
ogies since these are interdependent technologies whose
utility increases only if their trading partners use
them [18]. Hence, there is increasing pressure exerted

by external partners to adopt these
technologies [11, 25]. If a ®rm is tightly integrated with
another ®rm (as a franchisee or subsidiary), vertical

linkages to the parent organization becomes an im-
portant factor [32]. Also, the external support from
vendors is critical for small ®rms without adequate IT

expertise to try out these new technologies [8].

3.1. Relative advantage

Rogers [27] de®ned relative advantage of an inno-
vation as the degree to which the innovation is per-
ceived as better than the idea it supersedes. Studies

have found it to be a signi®cant variable, positively re-
lated to the adoption of innovation [15, 24, 27, 31]. A
rational adoption decision in an organization would
involve evaluating the advantages of the new technol-

ogy. These communication technologies provide many
bene®ts to the adopters in terms of reduced turn-
around time, better customer service, reduced costs

and timely information availability for decision mak-
ing. In a competitive market place these bene®ts create
signi®cant motivations for adopting these technologies.

Hypothesis 1. The greater the perceived relative ad-
vantage of new communication technologies the more
likely they will be adopted.

3.2. Cost-e�ectiveness

Firms would like the bene®ts from the adoption of a
new innovation to be commensurate with the costs as-
sociated with the adoption of the innovation.

Tornatzky and Klein [31] states that technologies that
are perceived to be low in cost are more likely to be
adopted. Premkumar et al. [24] found cost-e�ectiveness

to be an important variable in the context of EDI.
Palvia et al. [21] pointed out that cost is no longer a
bottleneck for small businesses to adopt new infor-

mation technologies due to advent of powerful PC's,
rapidly declining hardware and software prices and the
availability of ready-to-use user-friendly software
packages. However, for small businesses the cost of

hardware/software is still a big deterrent to adoption,
and therefore ®rms evaluate the cost relative to the
bene®ts before adopting a new technology.

Hypothesis 2. Firms that perceive greater cost e�ec-
tiveness, i.e. bene®ts from adoption of new communi-
cation technologies greater than the costs, are more

likely to be adopters of these technologies.

3.3. Complexity

Complexity is the degree of di�culty associated with
understanding and learning to use an innovation [27].
The complexity of the technology creates greater

uncertainty for successful implementation and there-
fore increases the risk in the adoption decision. Hence,
it is negatively associated with adoption [6, 11]. The
proliferation of standards and protocols and multi-

plicity of hardware and software make implementation
of communication technologies a very complex task.
Hypotheses 3. The lower the perceived complexity of

communication technologies the more likely they will be
adopted.

3.4. Compatibility

An innovation's compatibility is de®ned as the
degree to which it is perceived as being consistent with

the existing values, past experiences and needs of the
potential adopter [27]. Tornatzky and Klein [31] in
their meta-analysis found it to be an important deter-
minant of adoption. The use of computers and modern

communication technologies can bring in signi®cant
changes to the work practices of businesses and resist-
ance to change is a normal organizational reaction. It

is important, especially for small businesses, that the
changes are compatible with its values and belief sys-
tems to ensure that the owner would adopt the new

technologies.
Hypothesis 4. The greater the perceived compatibility

of new communication technologies with current infra-

G. Premkumar, M. Roberts / Omega, Int. J. Mgmt. Sci. 27 (1999) 467±484 471



structure, values and beliefs the more likely they will be
adopted.

3.5. Top management support

Several studies have found top management support
to be critical for creating a supportive climate and pro-
viding adequate resources for adoption of new

technologies [12, 15, 27]. Delone [7] found that top
management commitment is critical to success of small
business systems. Their support is more critical for

communication technologies since the use of these
technologies requires the cooperation of the trading
partners [25]. Senior management of the trading part-

ners often have to closely interact to create electronic
business partnerships, examine legal and other issues
and facilitate the adoption of these technologies. In
small businesses the decision-maker is very likely to be

in the top management team and therefore should
have his/her support.
Hypothesis 5. The greater the top management sup-

port for new communication technologies, the more
likely they will be adopted.

3.6. IT expertise

Expertise is an important factor in the adoption of

new technologies and has been found to be positively
related to adoption [15, 26]. Firms that do not have the
IT expertise may be unaware of new technologies or
may not want to risk the adoption of these technol-

ogies.
Hypothesis 6. The greater the IT expertise available

in the organization the more likely communication tech-

nologies will be adopted.

3.7. Size

The size of the organization has been shown by sev-
eral studies to impact the adoption of new

technologies [8, 13, 14, 17, 21, 27]. Larger organizations
are found to have greater slack in resources and are
therefore able to experiment with new innovations.
They are also able to more easily mobilize adequate

®nancial resources required for implementing inno-
vations. Even within the small business category the
larger ones are able to take risks with new

technologies [21].
Hypothesis 7. The bigger the size of the business the

more likely communications technologies will be

adopted.

3.8. Competitive pressure

Competition in the adopter's industry is generally
perceived to positively in¯uence the adoption of

innovation [10]. This would be even more evident if
the innovation directly a�ects the competition. Prior

research on communications technology, particularly
EDI, has shown that it has become a strategic neces-
sity to have these technologies to compete in the mar-

ket place [25]. For example, many ®rms adopted EDI
due to demand from customers to improve the e�-
ciency of their interorganizational transactions. Small

businesses are more vulnerable to customer pressure
since they are more likely to be economically depen-
dent on the bigger customers for their survival. This is

amply illustrated by the experience of small ®rms
adopting EDI to satisfy the demands of large ®rms
such as Walmart or GM. Firms also create electronic
links with their suppliers to reduce their operations

costs and thereby be more competitive in the market
place.
Hypothesis 8. The greater the competitive pressure the

more likely communications technologies will be
adopted.

3.9. Vertical linkages

Strong vertical linkages of franchises/subsidiaries to

their parent organizations facilitate the transfer of
technologies and new innovations [32]. The larger
parent organization can use its size advantage to ex-

periment with technology and innovations and then
transfer the innovation to the smaller units. Firms may
also be required by their franchiser or parent unit to
have certain information technologies to communicate

with them. It could be an online data access system or
EDI to order supplies or to communicate ®nancial and
sales information to them.

Hypothesis 9. Firms with vertical linkages are more
likely to adopt communications technologies.

3.10. External support

External support refers to the availability of support

for implementing and using an information system.
While some studies have not found external support to
be important for MIS success [7, 26], other studies
have found the availability of external support to be

positively related to adoption [8, 10, 15]. The popularity
of outsourcing and the growth in third party support
has had a signi®cant impact on adoption of new tech-

nologies. Organizations are more willing to risk trying
new technologies if they feel there is adequate vendor
or third party support for the technology.

Hypothesis 10. The greater the external support for
communication technologies the more likely they will be
adopted.
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4. Research methodology

4.1. Measurement

The variables identi®ed in the research model were

measured using multi-item indicators that aimed to
capture the underlying theoretical domain of the con-
struct. Most of the items were measured using a ®ve
point Likert-type scale ranging from strongly disagree

to strongly agree. A single item was used to determine
if the respondents adopted each one of the four com-
munications technologies Ð online data access, e-mail,

Internet access and EDI.
Relative advantage was measured based on items

adapted from Premkumar et al. [24]. The items

assessed the perceived bene®ts of these communi-
cations technologies to the ®rm. Compatibility was
assessed by two items that determined if these technol-
ogies were compatible with the ®rm's beliefs and value

systems and work practices. Cost-e�ectiveness was
measured by three items that determined the cost-e�ec-
tiveness of these technologies in terms of costs relative

to bene®ts. Top management support assessed the level
of top management commitment to the technologies
using four items. The items for these three constructs

were adapted from Premkumar et al. [24]. Size of the
®rm could be assessed by both sales revenue and num-
ber of employees [21]. Typically, small businesses are

reluctant to provide their sales revenue for con®denti-
ality reasons. Although we used both measurements
for assessment of size, the lack of response on sales
revenue forced us to use the number of employees as a

measure of size. IT expertise was assessed by number
of years of computer experience [21, 26]. Competitive
pressure was assessed by four items, adapted from

Premkumar and Ramaurthy [25]. External support was
assessed by ®ve items that evaluated the level of sup-
port from vendors and local community agencies.

Vertical linkages was measured by a single item that
determined if the ®rm was independent, or was a fran-
chise or subsidiary to a parent organization with verti-
cal linkages. The items used for measurement are

provided in Appendix A.

4.2. Data collection

A survey instrument was developed to measure the
variables. Apart from the research variables the instru-
ment had other questions that assessed the general

levels of use of various communications and infor-
mation technologies. The instrument was pilot tested
with six ®rms. One of the researchers was present

during pilot testing to get their feedback as well as
identify other key issues that may have been left out.
Based on their responses, the instrument was re®ned.

The data for the study were collected from a ®eld
survey of ®ve rural communities in a mid-western state

in US. These communities were chosen as a part of a
larger study that used various criteria for choosing a
community such as size of community, availability of

state sponsored ®ber-optic network services, geo-
graphic location, and remoteness from urban cities.
Businesses were identi®ed by interviewing personnel in

community agencies such as chambers of commerce
and department of economic development, as well as
referrals from other businesses in the community and

telephone directories.
A common problem with a survey-based research

methodology is the inability to have face-to-face inter-
action with the respondent. The researcher hopes that

the items are self-descriptive and the respondent
answers them in the context as envisioned by the
researchers. Although pilot testing to some extent

enables the researcher to re®ne the instrument, remove
biases and set the right context for the respondent, it
still constrains the researcher from engaging the

respondent in a dialog to enable him/her to re¯ect on
their organization and respond accurately to the ques-
tions. To overcome this drawback we chose to collect

data through a face-to-face interview, using the survey
instrument to provide the structure for the discussion.
A senior person in each of the businesses selected

was contacted by telephone and asked to participate in

this study. The purpose of the survey was explained
during the initial telephone contact and an additional
interview was set up to meet with the person most qua-

li®ed to complete the questionnaire at a subsequent
date. On an average each questionnaire took about
30±45 min to complete. For a few respondents who

wanted to participate in the study, but who did not
have the time to meet at a subsequent date, the ques-
tionnaire was mailed to them, and picked up at a
mutually agreed upon time and date. A total of 78

usable responses were obtained.

4.3. Sample characteristics

The characteristics of the sample are shown below in
Table 1.

Several industry sectors were included in the sample.
Retail and wholesale sector were the largest category
followed by ®nancial, insurance or real estate sector.

The sample included ®rms of varying sizes. The sample
had ®rms with di�erent levels of computer experience.

4.4. Assessment of the validity and reliability of the
research constructs

The constructs were tested for two psychometric
properties, validity and reliability, to ensure that the
measurement was accurate and sound. While validity
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assesses the degree to which the items measure the

theoretical construct, reliability assesses the stability of

the scale based on an assessment of the internal con-

sistency of the items measuring the construct [5].

Validity was assessed through content, convergent and

discriminant validity. Content validity assesses if the

measurement covers the complete domain of the con-

struct; convergent validity evaluates if all the items

measuring the construct cluster together to form a

single construct; and discriminant validity measures the

degree to which a concept di�ers from other concepts

and is indicated by a measure not correlating very

highly with other measures from which it should theor-

etically di�er [5].

Content validity was established through the exten-

sive process of item selection and re®nement in the

development of the instrument. The items used for

measuring the constructs were derived from operationa-

lizations used in prior empirical studies (discussed in

Section 4.1), and were adapted to suit this research con-

text. A team of researchers involved in the larger pro-

ject scrutinized the items and ensured that it measured

the appropriate domain of the construct and covered

the complete domain of the construct. Extensive pilot

testing of the instrument ensured that the items were

relevant from a practitioner's perspective.

Convergent and discriminant validity was evaluated

using principal component factor analysis. Factor analy-

sis of multi-item indicators can be used to evaluate if the

theorized items for a construct converge together for

convergent validity. The extent of cross-loading of an

item on other factors where it does not theoretically

belong can be used to examine discriminant validity.

The results of factor analysis along with general stat-

istics are shown in Tables 2 and 3.

The standard criteria of eigen-value greater than 1.0,

factor loadings greater than 0.3 and a well-explained

factor structure were used in the analysis [34]. The items

loaded on six factors that directly mapped with the theo-

rized constructs. The cross-loading of items on other

factors was also minimal, except in two instances. In the

®rst instance, the three items measuring cost loaded with

the items measuring relative advantage in the overall fac-

tor analysis, raising doubts whether they were two sep-

arate constructs. However, an independent factor

analysis of the items measuring just these two constructs

revealed that they loaded on two separate factors map-

ping to the two constructs. Based on the results of the

independent factor analysis and ®ndings from prior

research that has clearly di�erentiated these two vari-

ables, it was decided to consider them as two separate

variables. In the second instance, the four items measur-

ing competitive pressure loaded on two separate factors

(two items each), one measuring competitive pressure to

adopt the innovation and another measuring the exter-

nal pressure applied by suppliers and customers. Hence,

we split them into two variables Ð competitive pressure

and external pressure.

The reliability of the constructs was assessed using

Cronbach's a. The results in Table 2 indicate that all

the constructs have adequate a-values (>0.6), except

for complexity (0.56). The low value could be attribu-

ted to using only two items for measuring the variable.

a-values are sensitive to the number of items used for

Table 1

Sample characteristics

Number of

®rms

Percentage

Industry

Manufacturing 11 14.1

Retail sales and wholesale trade 28 35.9

Service 14 17.9

Finance, insurance or real estate 19 24.4

Other 6 7.7

Company size

Less than ®ve employees 36 46.2

6±10 employees 11 14.1

11±15 employees 4 5.1

16±20 employees 3 3.8

21±25 employees 2 2.6

More than 25 employees 20 25.6

Annual sales revenue

Less than US$1 million 24 50

US$1 to US$10 million 16 32

US$10 to US$20 million 4 8

US$20 to US$50 million 2 4

More than US$50 million 3 6

Do not know 29

Computer experience of company

Less than 5 years 21 26.9

6±10 years 28 35.9

More than 10 years 28 35.9

Table 2

Validity and reliability properties

Variable No. of

items

Mean S.D. a-value

Relative advantage 4 3.77 0.72 0.72

Cost 3 2.96 0.80 0.68

Top management support 4 3.59 0.92 0.86

External support 5 2.34 0.86 0.78

Competitive pressure 2 3.43 1.12 0.81

External pressure 2 2.51 1.08 0.75

Complexity 2 1.96 0.90 0.56

Compatibility 1 2.23 0.86
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measuring a construct. Assessment of interitem corre-

lation is an alternate approach to evaluate reliability

and in our case the correlation coe�cient between the

two items measuring complexity was 0.4072, which

was signi®cant at p<0.001. Hence, complexity exhibits

adequate reliability.

4.5. Status of communication technologies used by small
businesses

One of the broader objectives of the study was to

determine the level of information and communication

technology use in small businesses in rural commu-

Fig. 2. Communication technologies.

Table 3

Factor analysis

Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 Factor 6

Cost1 0.814

Cost2 0.742

Rel3 0.678

Rel4 0.660

Cost3 0.656

Rel1 0.480

Rel2 0.450

Topmgt2 0.795

Topmgt3 0.780

Topmgt1 0.675

Topmgt4 0.637

Extsupt3 0.841

Extsupt4 0.757

Extsupt5 0.739

Extsupt1 0.705

Extsupt2 0.615

Comppres1 0.650

Comppres2 0.467

Extpres1 0.872

Extpres2 0.763

Complex2 0.770

Complex1 0.746

Eigen Value 6.12 2.95 1.96 1.88 1.57 1.41

Var. Explain 26.6 12.9 8.5 8.2 6.6 6.2
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nities. Fig. 2 illustrates the use of communications

technologies.

Fax is the most prevalent communication technology

used by over 93% of the ®rms. This is followed by

direct online data access used by 70% of the ®rms.

32% of the sample reported using EDI in their
operations. Since all communication technologies are

interactive and require two or more participants, the

utility of the technology increases as the number of

users increase and is most useful when there is univer-
sal access. Initially, we need a critical mass of users to

enable the technology reach a threshold level of useful-

ness that will motivate potential adopters to adopt the

technology [18]. For example, fax has almost reached

universal access among businesses to become a com-
mon medium for business communication compared to

EDI or other technologies.

Fax is the most used communications technology

as it is considered as an extension to the telephone,

it is easy to use, relatively inexpensive and accepted

as formal document for most business transactions.
However, fax is ine�cient, since the information

undergoes multiple transformation from paper to

electronic format leading to data reentry at both

ends. Direct online access is a more e�cient way to

transmit the information as it avoids the conversion.
However, compatibility and security issues may pre-

vent a ®rm from providing direct computer access to

its trading partners. Also online access is normally

restricted to only a few transaction communication
rather than a whole range of business communi-

cation. It is also ine�cient if you need to make mul-

tiple connections with di�erent trading partners. E-

mail provides the broadest scope for communication
and is closest in analogy to the paper mail system.

However, e-mail is normally restricted to text-based

messages, and the information has to be transformed

to be used in other transaction applications. EDI

overcomes this drawback as it lets transaction infor-
mation be directly transferred from sender's appli-

cation to receiver's application without manual

intervention. However, it is a more complex technol-

ogy that requires extensive cooperation and trust
between the two trading partners. Internet access is

the latest communications technology that lets you

access as well as disseminate information world-wide
and has the potential to subsume all the earlier tech-

nologies. Satellite communications is more complex
and requires more investment and expertise. Video
conferencing is a newer technology compared to the

others in the study and requires signi®cant invest-
ment. While used to some extent in large corporate
organizations, it is still a rarity in small businesses,

particularly in rural communities where the band-
width may not be available to support this appli-
cation.

Table 4 shows the communication media currently
being used by the organizations for common business
transaction communications with customers and sup-
pliers.

Except for sales invoice that is currently sent
through the US mail/fedex service, the telephone/facsi-
mile is the most popular media. EDI and e-mail are

being used to a limited extent in purchase orders and
shipment information.
The software applications used by the respondents

are shown in Fig. 3.
The number of ®rms using the three basic compu-

ter packages (word processing, spreadsheet and data-

base) is very high. Among the business applications
accounting systems are the most popular (96.2%)
followed by customer billing (84.6%) and payroll
systems (79.5%).

5. Results

Multivariate discriminant analysis was used to test
the research hypotheses. It provides a statistical pro-
cedure to identify the research variables that best

discriminate between adopters and nonadopters. This
is a more powerful and accurate statistical procedure
that provides a multivariate estimation compared to
a bivariate t-test approach of comparing means of

variables between the two groups independently.
Discriminant analysis involves deriving a linear com-
bination of one or more research variables that will

best discriminate between the a priori de®ned
groups [13]. The objective of the analysis is to maxi-
mize between-group variances relative to within-

Table 4

Communications media for business transactions

Transaction Face-to-face

(%)

US Mail/Fedex

(%)

Telephone/fax

(%)

E-mail

(%)

EDI

(%)

Online data access

(%)

Purchase orders 1 2 49 ± 18 30

Shipment information ± 14 51 1 17 17

Sales orders 7 11 64 ± 11 7

Sales invoice 6 48 38 1 3 4
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Table 5

Discriminant analysis Ð online data access.

Wilk's Lambda=0.6045, w 2=34.21, df=8, sig.=0.0001

Discrim. coe�cient Discrim. loading Univariate analysis group mean (S.D.)

Variable adopter nonadopter sig.

Relative advantage 0.389 3.92 (0.61) 3.43 (0.77) 0.005

Cost 0.405 ÿ0.132 2.93 (0.81) 3.12 (0.69) 0.385

Compatibility 0.389 ÿ0.394 1.80 (0.83) 2.42 (0.96) 0.008

Complexity ÿ0.381 2.06 (0.83) 2.63 (0.72) 0.009

Top management support 0.531 0.385 3.77 (0.93) 3.15 (0.65) 0.01

IT expertise 0.262 0.260 11.68 (5.25) 9.15 (5.44) 0.07

Size 0.556 0.455 0.34 (0.47) 0.00 (0.00) 0.002

Competitive pressure 0.453 3.69 (0.95) 2.78 (1.21) 0.001

External pressure 0.517 0.439 2.75 (1.00) 1.94 (1.01) 0.003

Vertical linkages 0.233 0.30 0.58 (0.49) 0.31 (0.47) 0.04

External support ÿ0.435 ÿ0.177 2.26 (0.90) 2.54 (0.74) 0.22

Classi®cation accuracy

total adopters nonadopters

Adopter 55 42 (76.4) 1 (23.6)

Nonadopter 19 2 (10.5%) 17 (89.5%)

Overall accuracy 79.73%

Chance accuracy 61.0%

Sig. 0.001

Fig. 3. Software applications.
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Table 6

Discriminant analysis Ð e-mail.

Wilks Lambda=0.7108, w 2=23.894, df 4, sig.=0.0001

Discriminant coe�cient Discriminant loading Univariate analysis group mean (S.D.)

Variable adopter nonadopter sig.

Relative advantage 0.457 4.06 (0.58) 3.61 (0.69) 0.004

Cost ÿ0.287 2.82 (0.72) 3.09 (0.80) 0.15

Compatibility ÿ0.108 1.80 (0.87) 2.06 (0.91) 0.215

Complexity 0.264 ÿ0.155 2.11 (0.82) 2.27 (0.84) 0.40

Top management support 0.823 0.565 3.97 (0.75) 3.35 (0.92) 0.003

IT expertise 0.498 0.446 12.75 (5.58) 9.79 (4.94) 0.018

Size 0.675 0.522 0.41 (0.50) 0.13 (0.35) 0.006

Competitive pressure 0.451 3.85 (0.95) 3.17 (1.11) 0.007

Vertical linkages ÿ0.007 0.51 (0.50) 0.51 (0.50) 0.97

External pressure 0.263 2.90 (1.01) 2.29 (1.03) 0.013

External support 0.073 2.42 (0.81) 2.26 (0.81) 0.44

Classi®cation accuracy

total adopter nonadopter

Adopter 31 23 (74.2%) 8 (25.8%)

Nonadopter 43 8 (18.6%) 35 (81.4%)

Overall accuracy 78.38%

Chance accuracy 50.64%

Sign. 0.001

Table 7

Discriminant analysis Ð EDI.

Wilks Lambda=0.7649, w 2=18.224, df=6, sig.=0.005

Variable Discriminant coe�cient Discriminant loading Univariate analysis group mean (S.D.)

adopter nonadopter sig.

Relative advantage 0.942 0.469 4.04 (0.46) 3.67 (0.75) 0.03

Cost 0.643 ÿ0.036 2.96 (0.72) 2.99 (0.82) 0.86

Compatibility ÿ0.079 1.80 (0.81) 2.06 (0.93) 0.23

Complexity ÿ0.046 2.14 (0.85) 2.27 (0.82) 0.52

Top management support 0.096 3.62 (0.84) 3.59 (0.95) 0.88

IT expertise 0.046 11.06 (4.09) 11.14 (5.97) 0.94

Size 0.625 0.617 0.44 (0.50) 0.14 (0.35) 0.00

Competitive pressure ÿ0.616 0.096 3.54 (0.99) 3.41 (1.15) 0.66

Vertical linkages 0.157 0.64 (0.49) 0.43 (0.50) 0.10

External pressure 0.511 0.424 2.90 (1.04) 2.39 (1.02) 0.65

External support ÿ0.396 ÿ0.094 2.29 (0.91) 2.38 (0.91) 0.05

Classi®cation accuracy

total adopter nonadopter

Adopter 25 15 (60%) 10 (40%)

Nonadopter 48 16 (33.3%) 32 (66.7%)

Overall accuracy 64.38%

Chance accuracy 56.0%

Sig. 0.01



group variance. Step-wise variables selection, with

the selection criteria of minimizing Wilks Lambda

and a tolerance level of 0.001, was used to generate

the discriminant function.

Separate discriminant models were generated for the

four communication technologies Ð online access, e-

mail, Internet and EDI. The value of Wilks Lambda,

the w 2 value and the level of signi®cance are shown in

Tables 5±8. All the four models were signi®cant at

p<0.01.

The standardized discriminant coe�cients and discri-

minant loadings for the variables are given in the

table. Univariate statistics in terms of group-wise

means and F-value signi®cance on equality of means

are also provided for comparative analysis.

Discriminant loadings (also known as structure corre-

lation), measuring the simple linear correlation

between each predictor variable and the extracted dis-

criminant function, is used to determine the signi®-

cance of the variables. While there are no rigid rules

about the goodness of these values, the general

guidelines are that values above 0.3 are satisfactory

and acceptable [13]. While discriminant loading

evaluates the signi®cance of the variables, classi®ca-

tory test determines the ability of the model to clas-

sify accurately. The classi®cation test compares the

classi®catory ability of the discriminant model to the

chance model [13]. Chance accuracy is determined by

the formula p 2ÿ (1ÿ p)2 where `p' is the proportion

of the sample in the ®rst group. For a sample with

equal number in both the groups the value of `p'

will be 0.5. The chance accuracy for each of the

four models was calculated and compared with the

value for the discriminant model. A t-test was used

to determine if the discriminant model was statisti-

cally better than the chance model. In all the cases

the discriminant model was signi®cantly better than

the chance model.

The ®rst model for `online data access' (Table 5)

was signi®cant at p<0.001. The signi®cant variables

were: relative advantage, complexity, external sup-

port, competitive pressure, external pressure, compat-

ibility, size and top management support. The

univariate F statistics also indicate that these vari-

ables were signi®cant independently as well. The

classi®catory ability of the model was 79.73% and

the t-test indicates that it is better than the chance

model.

Table 8

Discriminant analysis Ð Internet;

Wilks Lambda=0. 8367, w 2=12.47, df=4, sig.=0.01

Variable Discriminant coe�cient Discriminant loading Univariate analysis group mean (S.D.)

adopter nonadopter sig.

Relative advantage 1.00 0.552 4.05 (0.56) 3.70 (0.70) 0.042

Cost ÿ0.377 2.85 (0.63) 3.03 (0.83) 0.388

Compatibility 0.548 0.217 2.09 (0.83) 1.90 (0.92) 0.416

Complexity 0.046 2.26 (0.71) 2.18 (0.88) 0.736

Top management support 0.342 3.72 (0.90) 3.56 (0.91) 0.505

IT expertise 0.017 12.00 (4.06) 10.65 (5.81) 0.334

Size 0.094 0.33 (0.48) 0.22 (0.42) 0.349

Competitive pressure 0.347 3.71 (0.99) 3.35 (1.12) 0.495

Vertical linkages ÿ0.601 ÿ0.383 0.38 (0.49) 0.56 (0.50) 0.155

External pressure 0.234 2.66 (0.99) 2.50 (1.09) 0.209

External support ÿ0.531 ÿ0.182 2.22 (0.81) 2.37 (0.88) 0.545

Classi®cation accuracy

total adopter nonadopter

Adopter 22 14 (63.6%) 8 (36.4%)

Nonadopter 54 18 (33.3%) 36 (66.7%)

Overall accuracy 65.79%

Chance accuracy 60.01%

Sign. 0.1
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The second model for `e-mail' (Table 6) was signi®-

cant at p<0.0001. The independent variables that
were most signi®cant were: relative advantage, size,
top management support, competitive pressure and IT

expertise. The classi®catory ability of the model was
78.38% and the t-test indicates that it is better than
the chance model.
The third model for `EDI' (Table 7) was signi®cant

at p<0.001. The independent variables that were most
signi®cant were size, relative advantage and external
pressure. The classi®catory ability of the model was

64.38% and the t-test indicates that it is better than
the chance model.
The fourth model for `Internet' (Table 8) was signi®-

cant at p<0.01. The independent variables that were
most signi®cant were relative advantage, vertical link-
age, top management support, cost and competitive

pressure. The classi®catory ability of the model was
65.79% and the t-test indicates that it is better than
the chance model.
Table 9 presents the results of the four models along

with the hypotheses numbers in a summarized form. It
helps to identify patterns and variations among the
four communication technologies.

6. Discussion of results

The summary table indicates that relative advantage
is the only signi®cant variable to discriminate adopters

from nonadopters in all the four communication tech-
nologies, thereby providing strong support for hypoth-
esis 1. This is consistent with the results of prior

studies that have found it to be a signi®cant variable
for initiating many innovations [11, 24, 31]. Firms
adopt technology only if they perceive a need for the

technology to overcome a perceived performance gap
or exploit a business opportunity. During the inter-
views some of the bene®ts mentioned by the adopters

were reduced turnaround time, increased transaction

speed, access to current information and reduction in
data entry errors. Among the nonadopters, while some

of them were not aware of the bene®ts of the technol-
ogy, a few were aware of the technology but did not
®nd any need for these technologies in their businesses.

It was particularly apparent in the context of Internet.
While media hype extolled the role of Internet in

business communication many small businesses were
using a `wait and see' strategy since they could not see
a direct bene®t for this technology from their business

perspective.
Top management support, size and competitive press-

ure were found to be important determinants for three
of the four communications technologies, partially sup-

porting hypotheses 5, 7 and 8. Top management's
vision and commitment to the innovation is essential,
especially in small businesses, to get adequate resources

and support to implement the innovation. This is con-
sistent with ®ndings from prior studies in small

business [7]. Their support becomes more important
for communications technologies since it involves inter-
action with trading partners and creating business

agreements for using the technology. The use of these
technologies could signi®cantly change the way

business is done within the organization as well as
externally with its trading partners. Top management's
commitment is required to overcome the resistance to

change that is normal in such situations. In small ®rms
it is likely that the owner/manager may be the top

management and if he/she is not convinced of the tech-
nology it is very unlikely to be adopted. It is not clear

why it did not turn out to be a signi®cant variable for
EDI adoption, which is inconsistent with prior studies
on EDI. Perhaps, the overwhelming in¯uence of exter-

nal pressure reduced the impact of top management
support.

Size was found to be a critical variable even within
the small business category with more larger ®rms

Table 9

Summary table of signi®cant variables

Variable Hypothesis Online data access E-mail EDI Internet

Relative advantage 1 X X X X

Cost 2 X

Compatibility 3 X

Complexity 4 X

Top management support 5 X X X

IT expertise 6 X

Size 7 X X X

Competitive pressure 8 X X X

External pressure 8 X X

Vertical linkages 9 X X

External support 10
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adopting these technologies compared to smaller ones.

This is consistent with prior studies that have found
size to a critical factor in IT adoption and use [21].
Larger companies have the resources to invest in tech-

nologies and the organizational slack to experiment
with them. Other factors, perhaps, also facilitate their
adoption of these technologies. They may have in-

house IS support service that could create the aware-
ness, and initiate and facilitate the adoption of these

technologies. The really smaller ®rms may be small
enough to be managed without these technologies and
therefore there may not feel the need for these technol-

ogies.
Another important variable was competitive pressure.

The digital revolution combined with the availability
of network infrastructure has made it technically feas-
ible and a socially acceptable business practice to use

electronic means for business communication. Hence,
it has become a strategic necessity for ®rms to have
these technologies [11]. A closely related factor that

was signi®cant in two of the models was external press-
ure. Since the bene®ts of communication technologies

are only realized if there is a critical mass of adopters
many ®rms are requesting, and sometimes requiring,
their trading partners to be linked electronically with

them to realize the full bene®ts of the technology [11].
This is particularly true in the case of EDI [25]. For
example in the retail industry, large store chains have

insisted on their suppliers to use EDI. Some ®rms, par-
ticularly parent-subsidiary ®rms, provide direct online

access to their computers to facilitate electronic com-
munication.
A factor that came out in many of the interviews, es-

pecially for ®rms that were franchisees or subsidiaries
or divisions, was that the ¯ow of technology came
from their parent unit through vertical linkages. Very

often, the corporate unit acquired the expertise and
developed the necessary systems and then implemented

the system in the local unit. Most often these are im-
plemented as direct online access systems. It provides
the ability to directly interact with the server in the

parent organization and is the most convenient form
of connection. It is interesting that there was a signi®-
cant negative association between vertical linkages and

Internet adoption. Firms with vertical linkages very
often do not have the need to use other means to com-

municate, since their primary communication is with
their parent unit. For ®rms without vertical linkages
internet is a good option for communication.

Technology adoption literature, particularly in soci-
ology, identi®es two variables, vertical and horizontal

linkages that are critical for adoption of new
technology [32]. While vertical linkages are more useful
for initiation of new technologies, horizontal linkages

in terms of internal initiatives are better for ensuring
sustained di�usion of the technology [22, 26]. The

authors found during their interviews, that while verti-

cal linkages facilitated innovation adoption it did not
necessarily lead to awareness or di�usion of technology
within the company. For example, in a telemarketing

®rm, none of the employees was aware that their com-
puters had modems that could link up with computers
in their parent organization, even though at the end of

the day they were uploading all their data to the cor-
porate o�ce using the modems. Their knowledge was

limited to clicking a button on the screen to send the
data without realizing that they were using online data
access for ®le transfer. In another instance, a retail

®rm, which is part of a national chain, used online
data access in their point-of-sale terminals to access

price and inventory information from a corporate
database for their daily sales operations. The employ-
ees in the store were unaware that they were communi-

cating with a remote computer in the corporate o�ce.
In these situations, the local people were never
involved in the implementation and therefore never

thought of newer methods of exploiting the technology
and become more productive and competitive.

Rogers [27] identi®es di�erent levels of knowledge
about innovation in terms of what is the innovation,
how does it work and why does it work. The ®rst

question provides the `awareness knowledge' on the in-
novation, the basic information requirement for mak-

ing an adoption decision. The next level, `how to
knowledge', is essential to use an innovation e�ec-
tively. The amount of `how to' knowledge required

increases as the complexity of the innovation increases.
Finally, `principles-knowledge' provides information
on the functioning principles and basic theories on the

innovation. Normally, this knowledge is not essential
for using an innovation, but would be required if the

adopter has to troubleshoot or improve the existing in-
novation. It is important for a ®rm to determine the
level of knowledge required for its employees. Are

computer technologies as simple as telephones to pro-
vide only `how to' knowledge or do we need to provide
more knowledge to enable the users to ®nd innovative

uses? This would have a bearing on the training and
education provided to its employees.

One variable, external support, was not found to be
signi®cant for all the four communications technol-
ogies, thereby rejecting hypothesis 10. The evidence

from prior studies on signi®cance of external support
has been inconclusive. While Delone [8] found it to be

an important variable, others [7, 26] did not ®nd it to
be a critical variable for computer success. There could
be many reasons for lack of signi®cance in this study.

Firstly, a few variables may have had such an over-
whelming in¯uence on the adoption decision it paled
the in¯uence of other variables. For example, vertical

linkages provide the necessary support to adopt online
data access that external support may not be necessary
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for that technology. Also in the case of EDI, the
trading partner who exerts external pressure to adopt

EDI may also provide the expertise to adopt and im-
plement the technology. Secondly, the level of external
support in terms of vendor and 3rd party agencies is

the same for both adopters and nonadopters, since
both categories of ®rms could tap into those resources.
Hence, it is not a signi®cant variable to discriminate

between adopters and nonadopters. A second reason
could be attributed to the technology itself. If we
examine the pattern in Table 9 we ®nd that complexity

of the technology and IT expertise were also found to
be not signi®cant for three of the four technologies. It
may suggest that ®rms (both adopters and nonadop-
ters) perceive the technology to be simple, have the IT

expertise and do not require external support to adopt
the technology. This argument, if true, is a welcome trend
that indicates that computers have ®nally become simple

to use for even nonsophisticated users. However, the
large market for third party support (particularly EDI)
makes us doubt this assertion. More research is required

to determine the exact reason for this result.

7. Summary

New information technologies have opened up many

new opportunities for small businesses in rural commu-
nities as well as exposed them to additional risks. This
study, based on prior research in innovation adoption,

identi®ed 11 variables under three broad categories (in-
novation, organizational and environmental) and evalu-
ated their in¯uence on adoption of four communication

technologies (online data access, e-mail, EDI and inter-
net). A structured survey instrument was developed to
measure these variables and data were collected from 78
organizations using a structured interview process.

Discriminant analysis was used to identify determinants
for adoption of four communications technologies. The
results indicate that relative advantage, top management

support, size, external pressure and competitive pressure
were important determinants to the adoption of com-
munications technologies by small businesses in rural

communities.
The study has some limitations that need to be

recognized. The small sample size, due to our face-to-
face interviews, reduced the power of our statistical

analysis. A large-scale ®eld survey could be used to
collect data that can validate the model on a larger
scale and provide greater generalizability of the results.

Further, it was done in the US and needs to be repli-
cated in other countries. Also, two of our variables
used fewer than three items for measurement. Future

studies should examine the construct in greater detail
and identify a few more items that would provide
more reliability to the measurement instrument.

8. Implications of the study

The research ®ndings from this study have signi®cant
implications for the researchers. While prior studies

focused on traditional IS applications, this study pro-
vided insights on adoption of communication technol-
ogies. Studies on small businesses have generally focused

on MIS success and usage rather than adoption of infor-
mation technologies. This study extended the knowledge
of IT adoption in corporate setting to small businesses in

rural communities.
This study provides the impetus for future research

on many issues. This study was only concerned with
adoption of technology. A majority of adopters indi-
cated that external forces such as competitive pressure,

customer/supplier requirement, etc. are important fac-
tors that in¯uenced their adoption decision. Given that

external directive provides fast adoption rate but slow
usage di�usion, future research could examine the
other phases of adoption/di�usion, and identify the

factors and their in¯uence on the di�usion of these
technologies.

Another interesting topic would be to examine the
speci®c industry wide di�erences in use of IT in
rural communities as well as di�erences between

rural and urban areas with respect to di�erent indus-
try segments. A pair-wise comparison of IT adoption
and use between rural and urban ®rms controlling

for size and industry would help to determine if
rural ®rms are lacking in their level of IT sophisti-

cation. A question that is frequently asked is `are
rural ®rms stagnating from lack of technology infra-
structure?' We could only generally comment that if

a ®rm is a franchisee or a subsidiary of a parent
company they are likely to have the necessary IT in-
frastructure that compares well with their urban

counterparts. Also, ®rms that face competitive or
external pressure to use certain technologies seem to

have the necessary infrastructure. However, we did
notice independent ®rms with minimal IT in situ-
ations where owners were unaware of new IT devel-

opments or did not ®nd the need for it.
One consistent constraint to Internet access identi®ed

by respondents was the lack of a local access telephone

number for accessing the Internet. Perhaps, the Internet
providers could use this information and make available

local access number to their customers for Internet
access at a fair and reasonable price. Some communities
have taken a proactive stance and developed alternate

arrangements to get cheap access to Internet due to lack
of response from local telephone companies.

Relative advantage was found to be an important fac-
tor in¯uencing the adoption of communication technol-
ogies. Many adopters reported doing so because they

were aware of the bene®ts of these technologies. A
major implication of this ®nding is that increasing user
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awareness of the bene®ts of these technologies would
have a positive e�ect on the adoption of new telecom-

munication technologies. Awareness could be increased
through better education and training. Many respon-
dents indicated that training seminars on these technol-

ogies would be very useful in facilitating adoption. In
some communities, nonpro®t agencies and community
groups have taken the lead in providing these seminars.
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Appendix A

Measurement items

Items were measured using a ®ve-point Likert type
scale ranging from strongly agree to strongly disagree.

A.0.1. Relative advantage

1. The technology will allow us to better communi-

cate with our business partners.
2. The technology will allow us to cut costs in our

operations.

3. Implementing the technology will increase the
pro®tability of our business.

4. Adoption of the technology will provide timely

information for decision making.

A.0.2. Cost

1. The costs of adoption of these technologies are
far greater than the bene®ts.

2. The cost of maintenance and support of these
technologies are very high for our business.

3. The amount of money and time invested in training

employees to use these technologies are very high.

A.0.3. Complexity

1. The skills required to use these technologies are
too complex for our employees.

2. Integrating these technologies in our current
work practices will be very di�cult.

A.0.4. Compatibility

1. Implementing the changes caused by adoption of
these new technologies is not compatible with our
®rm's values and beliefs.

A.0.5. Top Management Support

1. The owner or manager enthusiastically supports

the adoption of these new technologies.

2. The owner or manger has allocated adequate

resources to adoption of these new technologies.

3. Top management is aware of the bene®ts of these
new technologies.

4. Top management actively encourages employees
to use the new technologies in their daily tasks.

A.0.6. Competition

1. We believe we will lose our customers to our

competitors if we do not adopt these new tech-

nologies.

2. We feel it is a strategic necessity to use these tech-

nologies to compete in the marketplace.

A.0.7. External Support

1. There are businesses in the community which pro-
vide technical support for e�ective use of these

technologies.

2. Community agencies provide incentives for adop-

tion of these technologies.

3. There are agencies in the community who provide
training on these new technologies.

4. Technology vendors actively market these new
technologies by providing incentives for adoption.

5. Technology vendors promote these new technol-
ogies by o�ering free training sessions.

A.0.8. External Pressure

1. Our suppliers require the use of these technol-

ogies to do business with them.

2. Our customers are demanding the use of these

technologies for doing business with them.

A.0.9. Size

1. Number of employees in the company Ð cate-
gorised.

A.0.10. Vertical Linkages

1. Firm has a business relationship with a parent or-

ganization (subsidiary or franchisee).
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