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RESEARCH ARTICLE

Measuring the compactness of European medium-sized cities by
spatial metrics based on fused data sets
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(Received 2 April 2014; accepted 25 June 2014)

The main objective of this article is to compare European medium-sized cities in terms
of compactness. Both existing and new metrics are used. The metrics are based on the
fusion of recently available European-wide data sets with common standards for all
countries. The fused data used in specific are Urban Atlas and Urban Audit. One
source of inspiration of new metrics is landscape ecology, but the analogies are
not always straightforward. The method is applied to a large number of cities. It is
found that the combination of existing metrics with those newly proposed is able to
adequately describe compactness and its components.

Keywords: spatial metrics; urban sprawl; compact city; Urban Atlas; Urban Audit

1. Introduction

Cities are a reflection of individual, social and political choices. They develop and expand
based on a myriad of decisions (Batty 2008). Clearly, while citizens make decisions based
on assessing their own private costs and benefits, public costs and benefits follow
(Wassmer 2000). In a largely non-cooperative game, each player chooses a residence
location to optimise his personal rather than the society’s benefit, resulting in a Nash
equilibrium. Individuals definitely consider the positive and negative externalities of their
candidate location due to the surroundings (Ewing 1994). They do not bear, however, the
public cost of their decisions, and sometimes, they might ignore it (Ewing 1994). Most
agree that urban sprawl is a case where personal decision-making has high social costs
and action at the policy level is needed.

Urban sprawl is the opposite of urban compactness. While urban sprawl and urban
compactness are antonyms (Chin 2006, Besussi et al. 2010, Mubareka et al. 2011), urban
sprawl and urban growth are not synonyms. Urban sprawl is a type of urban growth but
not the only one. Specifically, urban sprawl is a type of excessive and unplanned urban
growth (Razin and Rosentraub 2000). The problem of sprawl is not growth per se, but
rather that it is a specific type of dysfunctional growth (Ewing et al. 2002). Therefore,
limiting sprawl does not necessarily imply limiting growth but merely setting rules to it.

Sprawl is a non-compact, low-density development urban form, often exhibiting
scattered, leapfrog, strip or ribbon structure, resulting in poor travel patterns (Ewing
1994, Wassmer 2000). Sprawl can take the form of single-use bedroom communities
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(Schneider and Woodcock 2008). It can also take the form of parasitic retail development
along the street network and near highway exits, attracted by increased accessibility
(Torrens 2008). A key observation is that the linkage between different land uses is
poor due to excessive segregation (Ewing 1994). This definition of accessibility, the
one related to the mix of uses, is more efficient compared with the sometimes-proposed
overall accessibility of an area based on the street network, regardless of land use, such as
the fractal dimension of the road network or the distance to the Central Business District.
Despite the fact that it encapsulates the notion of decentralisation, sprawl is not the only
alternative to monocentric development. Polycentric development, for example, can be
both decentralised and compact. Moreover, because sprawl is a process in time, some-
times it is described as a temporary condition (Frenkel and Ashkenazi 2008). But this can
only be true if suburbanisation occurs within planned areas. Otherwise, unplanned sprawl
has the further side effect of undermining future planning by establishing an irreversible
status quo. In that case, sprawl might as well be a temporary condition but in the wrong
direction. After the infilling, it results into an inefficient urban structure.

Most but not all scientists agree that sprawl should be curtailed. Some question that
compactness is either desirable or feasible as a goal (Breheny 1997, Gordon and
Richardson 1997, Neuman 2005). Recent advances in telecommunications certainly add
an additional centrifugal force (Gordon and Richardson 1997) although their impact might
be exaggerated (Ewing 1997). At the European Unions’ policy agenda, however, urban
sprawl is clearly considered parasitic (Torrens 2008) and is explicitly mentioned as a
problem. Sprawl is seen as a product of market economy dominance, or laissez-faire, that
needs to be controlled. It should be redirected via smart growth and combined with
polycentric urban planning to strengthen territorial cohesion (CEC 2006b). Smart growth
redirects development to unused spaces within the urban footprint rather than limiting it
(Ewing et al. 2002). Sprawl in Europe is clearly a significant trend but is often neglected
(CEC 2006b). French cities, for example, have doubled their footprint in just 15 years
(Kasanko et al. 2006). However, the rates in different member states are diverse. The
variation increased further after the enlargement that took place during the past decade to
include several former communist countries in Central and Eastern Europe, with distinc-
tively different planning systems and land markets.

Sprawl is acknowledged to have several negative impacts in European Unions’
territory. It contributes to high and unsustainable energy consumption rates because of
increased levels of private transport (CEC 1999, 2011a) and heating demands (CEC
2006c). Increased energy demands result in air pollution and, given that urban centres
are the primary source of greenhouse emissions (Grimm et al. 2008), decreased resilience
to climate change (CEC 2008). Apparently, CO2 emissions negatively correlate with
urban densities (CEC 2006b). At a political level, the higher energy demands also increase
the dependence of European Union and its member states on oil-producing counties.
Sprawl threatens cultural assets and landscapes and degrades the countryside (CEC 1999,
2011a). It is a land-consumptive pattern (Wilson et al. 2003), and soil is a non-renewable
resource (CEC 2006b). By increasing soil-sealing, it results to fragmentation or loss of
natural habitats (biotopos) and ecological corridors (CEC 1999, 2006c, 2011a). Increased
land consumption is also associated with the loss of prime farmland (high-quality arable
land) and results in conflicting land uses (CEC 1999, 2010). It makes provision of
infrastructure and public services more costly (CEC 1999). Sometimes, because the
costs cannot be met, infrastructure is missing, degrading both the environment and the
quality of life. Other effects of sprawl are also investigated such as its association with
social equity (Burton 2000). Investigated associations also include that to obesity
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(Burgoine et al. 2011), to social isolation of kids playing video games alone instead of
socialising outdoors (Will 1999) and to the psychological costs imposed to family
members not driving a car (Ewing 1994).

To limit such consequences the compact city is set as a goal in the European Union.
The properties of the compact city are explicitly defined as minimal land consumption,
short distances or minimising transport, high density and mix of land uses (CEC 1999,
2006c, 2007, 2010). Strong control of land supply and speculative development is applied
to meet only justifiable needs for growth (CEC 2007). A strong argument put forward in
favour of the compact city in Europe is that cities face stable or recessive demographics.
Therefore, new suburban growth in general cannot be attributed to demographic pressure.
Nonetheless, sprawl exceeds population growth for a number of reasons including the
declining quality of life in city centres. It is also driven by the increasing prosperity of
European Union’s citizens fuelling the demand for second homes, sometimes resulting to
‘weekend towns’. In some places, sprawl is also linked to increased seasonal population,
for example attributed to tourism.

A second strong argument in support of the compact city is that sprawl is not justified
unless available space within the cities is used first. Using means reusing as well. It is
estimated that the extent of the derelict industrial sites in Europe is higher than that of the
total area of greater London (CEC 1999). In that respect, policies against sprawl are often
coupled with ensuring rational use of soil and with recycling land. Urban regeneration, the
reuse of brownfields (empty industrial sites) and greyfields (empty shopping malls) are
currently promoted and subsidised.

In order to be able to monitor cities, data sets have to become available. At the global
scale, while census data can relatively easily be found, existing data sets regarding land
use and city data are very rare (Schneider and Woodcock 2008). The European
Commission has recognised the need to create urban and regional data sets with compar-
able information amongst member states. It has also recognised that urban statistics and
comparative indicators at the European level have to be produced in order to be able to
compare and benchmark cities (CEC 2008). However, data scarcity remains a problem
today. For most cities in Europe, it is hard to find suitable data. Data sets suitable for
cross-European comparison of cities are even harder to find. Consequently, it is not
surprising that cross-national comparisons of urban form are scarce (Huang et al. 2007).
In fact, the only two data sets with European-wide coverage available for cities, in
common standards, are Urban Atlas and Urban Audit. CORINE land cover data set is
also provided by the European Commission starting from 1990. But this is a coarse data
set, at a scale of 1/100.000, suitable for metropolitan areas only. It is definitely not suitable
for medium-sized cities typically requiring a scale of 1/10.000. Also CORINE’s classifi-
cation system does not include any direct information regarding urban land uses.

Frequently the only viable solution to obtain spatial data is to resort to earth observa-
tion. In fact, currently the only source for approximately knowing the extent of cities
globally is remote sensing (Schneider et al. 2010). Its advantage as a data source for
monitoring sprawl is that it yields comparable results in different parts of the globe since it
is a relatively objective method. Independence of local data is even more important given
that the overwhelming proportion of urban growth will take place in developing countries
(Huang et al. 2007) where information is scarcer. Large areas can be covered with high
spatial and temporal frequencies. Remote sensing has been used in order to compare the
growth of cities in different parts of the globe (Schneider and Woodcock 2008), in single-
city studies (Herold et al. 2002, 2003, Wilson et al. 2003) as well as in cross-border areas
(Davis and Schaub 2005).
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An often neglected problem however has to do with the accuracy with which urban
areas can be extracted from satellite imagery. Urban areas are hard to be separated from
the other features of the image. Urban areas are especially mixed up with barren land due
to similar spectral signatures (Davis and Schaub 2005, Stathakis et al. 2012, Stathakis and
Faraslis 2014). The presence of barren land, or the absence of vegetation, varies sig-
nificantly in different places of the globe. Therefore, the extraction of urban areas is
sometimes trivial, when cities are surrounded by vegetation, but other times hard. As a
result, in some studies the classification error is comparable to the percentage of change in
decade. This problem is also propagated to vector land cover data sets since they also
typically rely heavily on remote sensing as the primary information source. CORINE land
cover, for example, is a product of manual photointerpretation of LANDSAT imagery,
with nominal acceptable thematic error of 15% or 85% accuracy (CORINE 2000). This in
turn means that apparent sprawl percentage values up to 15 might in fact be attributed to
error, not to actual changes on the ground.

While the need for relevant data sets is starting to emerge in European policy
documents, the need for operationalisation of sprawl, as Ewing et al. (2002) put it, is
almost completely missed. That is, sprawl has not been represented by variables that can
be objectively measured in order to be able to empirically be studied. Operationalisation
is, however, a prerequisite for comparing between cities as well as for comparing with
theory (Herold et al. 2003). It is impossible to set tangible goals and monitor policies
without it. Operationalisation is not an easy task. Methods used in the literature, in
different countries, are highly variable and difficult to compare and synthesise. As
Torrens (2008) vividly puts it, different lenses are used to study sprawl since methods
are data-driven rather than based on theory. Nonetheless, the inability to measure urban
phenomena means that the processes involved are not fully understood. This is a barrier to
improving the theories used to describe them (Longley and Mesev 2000).

In any case, operationalisation appears to involve four relatively distinct steps. The
first step is to select the main characteristics or dimensions of sprawl and their attributes to
be captured. The second step is to select specific metrics that correspond to the attributes
in order to quantify them. The third step is to check for correlation between metrics to
identify redundant ones. And finally, the fourth step is to find a way to combine the
metrics in order to provide a ranking or a classification or a comparison of cities.

A main observation involved in the first step is based on the fact that the dimensions
of sprawl are definitely multiple. Density is almost always selected as one (Razin and
Rosentraub 2000, Burton 2002, Frenkel and Ashkenazi 2008). This is because density is
relatively easy to compute, and its physical explanation is straightforward since sprawl is
typically characterised as a low-density phenomenon (Schneider and Wookcock 2008).
Also, density has been found to provide the strongest information content in actual tests
(Ewing et al. 2002). A powerful threshold used to define sprawl is when the rate of land
development is greater than that of population growth (Davis and Schaub 2005). But
while this can be an indication to detect hot spots for further inspection, it cannot be a
general condition. This threshold tends to neglect development in order to accommodate
non-residents, such as second-home owners and tourists, which in some areas cannot be
considered excessive. Several flavours of density can be used including gross, net and
residential where the denominator is the acreage of the zone, urban area or residential
land, respectively. The numerator is typically the total number of resident population but
can also be the number of households or some other socioeconomic variable.

As sprawl is a way of growth, it is a trend in time rather than a fixed state (Hess et al.
2001). For that reason a second dimension often selected to operationalise sprawl is its
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dynamics or change in time. Notions such as growth rate (Frenkel and Ashkenazi 2008) or
intensification (Burton 2002) have been introduced. Notably, both these terms imply
positive signs of change which in fact is not always the case today as some cities are
actually shrinking. There is less consensus over the other dimensions used with each
researcher apparently proposing a different set of ad hoc dimensions. In that respect only
two more dimensions will be mentioned here, suitable for a cross-country comparison
with a minimal set of data. One of them is urban composition which is used primarily to
examine the mix of uses non-spatially, in terms of proportions. Percentages of residential
and commercial land uses are primarily measured. The ratio of open space compared with
the total urban area can also be an attribute. This quantity is termed porosity (Huang et al.
2007). The other dimension is urban configuration. It is used to describe the spatial form
of the city. An attribute of this dimension can be the irregularity of the shape or the
scattering and fragmentation of urban areas (Frenkel and Ashkenazi 2008). The segrega-
tion of land uses can also be an attribute.

Each dimension requires a different set of metrics (Frenkel and Ashkenazi 2008). The
metrics adopted in the second step are always limited by data availability. Typically in
national studies data are abundant, and therefore, metrics are more detailed. Examples of
such studies include those for the United States (Wassmer 2000), the United Kingdom
(Burton 2002) and Israel (Frenkel and Ashkenazi 2008). Cross-country studies are
hampered by the lack of data. The European Union is hardly an exception to this rule.
The few studies comparing cities in different European countries that exist are confined to
a very high level of spatial abstraction (Kasanko et al. 2006, Schwarz 2010, Mubareka
et al. 2011).

Recently spatial metrics adopted from landscape ecology have been used in urban
environments (Herold et al. 2003, 2005). Spatial metrics can leverage the potential to
understand and model urban dynamics (Herold et al. 2003). With these metrics, the
composition and configuration of urban landscapes can be quantified and measured.
However, the transfer of metrics from landscape ecology to urban planning is not always
straightforward. One problem in particular is associated with the notion of patches, i.e.
homogeneous regions used in landscape ecology. The problem is that urban patches,
formed from different land uses, are artificially fragmented due to the street network, not
due to real differences in characteristics. The street network that constantly interrupts land
uses has variable width. Therefore, unless some prior transformation, such as resampling,
is done, patch metrics can be misleading. For example, a typical measure in landscape
ecology is patch density or the number of patches per unit area. If this is applied to
describe residential land use in an urban area for example, the results could be more
dependent on the street network structure and less to the mix of land uses.

Landscape ecology metrics have recently been applied to urban data at national level
with interesting results (Prastacos et al. 2012). Overall, it can be said that the problem
with landscape metrics is not to think of new ones but rather how to meaningfully apply
them using the available urban data. It has been suggested that a key factor in selecting
metrics is keeping data requirements modest and interpretation as intuitive as possible
(Jaeger et al. 2010). Tsai (2005) has found that Moran’s I coefficient, a measure of spatial
autocorrelation, can be used as a single value to significantly describe urban configuration
and distinguish sprawl from compact forms.

The third step has to do with checking for correlation amongst metrics (Huang et al.
2007, Schwarz 2010). Especially when a number of metrics are used per dimension, a test
is performed to check whether they contain independent information or rather some of
them are redundant (Mubareka et al. 2011). Dimensions themselves are also checked for
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correlation. This step is more meaningful for national surveys, given the plethora of
variables that can be facilitated by the available data, to limit the number of metrics
used. More sophisticated methods of feature selection or feature extraction could be used
in analogy to reducing input features in classification tasks (Stathakis and Perakis 2007).

The fourth step has to do with finding a way to summarise knowledge learned from
metrics. Two choices are evident in the literature, either merge them to yield a single
sprawl metric or leave them independent and use some clustering technique to form
groups of cities based on sprawl. A common strategy in the single sprawl metric approach
is first to normalise each metric, then combine metrics per characteristic and then combine
all characteristics to get a single number. Burton (2002) used averaging as a means for
combining in order to obtain a single compactness indicator. The underlining assumption
being that all metrics are of equal importance. For metrics or dimensions of different
importance, different weights can be applied. However, it is often hard to justify the
differentiation of weights. Frenkel and Ashkenazi (2008) used factor analysis to weigh
several measures to produce one integrated sprawl index. Schwarz (2010) used cluster
analysis, and Huang et al. (2007) used k-means clustering method to form groups of cities
based on several metrics rather than a single sprawl index.

In this context, the objective of this article is to compare medium-sized European cities
in terms of compactness. The novelty relies mainly on the fact that the analysis is done at
higher spatial resolution than any cross-European comparison presented before. The metrics
used are not limited only to land cover as in the previous cross-European studies. Land use
information is also included to measure the mix of use in a spatial manner. In addition, some
new spatial metrics are introduced to adapt to this increased spatial and thematic resolution
which permits a cross-national comparison with a strong spatial dimension at the city level
in Europe. By no means is it claimed that these are the only possible metrics or even the best
metrics to be used. It is evident however in the results that some initial reasonable and
comparable results can be drawn based on the proposed approach. The data sets used are
described in Section 2. The method is presented in Section 3. Results are shown in
Section 4, and conclusions are drawn in Section 5.

2. Data

A dilemma typically faced in any study comparing cities is how to deal with the fact that
they greatly vary in size. One way to overcome this difficulty is to include size itself as a
dimension of sprawl. Such metrics include the size of continuous or discontinuous urban
area or the total area of the city (Schwarz 2010). It has been suggested, however, that
metrics should have monotonous reaction to increases of urban area (Jaeger et al. 2010).
Overall, it currently appears that the sensitivity of the metrics typically used to varying
city sizes is not fully understood. In that respect, it is probably safer, in order to maintain
comparability, to include in the data set only medium-sized cities. Medium-sized cities are
also considered to be closer to the compact city arguments (Burton 2002). However, there
is no commonly accepted definition of the medium-sized city (Rudolf et al. 2007).
Different definitions have been introduced in the literature depending on the amount of
urban population, the urban system characteristics, the working scale as well as other
factors. A detailed literature review about this topic is beyond the scope of the present
study. The definition adopted in the sequel is in line with the Urban Audit project.
Therefore cities with population between 50,000 and 250,000 inhabitants are classified
as medium sized (Eurostat 2004). The cities selected by this criterion are of second order
at a European scale but of crucial importance at national and regional scales (Rudolf et al.
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2007). Based on the specific data sets used, 74 cities were actually selected for compar-
ison, having a large urban zone (LUZ) with total resident inhabitants between 82,539
(Suwalki) and 218,276 (Oradea). Burton (2002) applied a similar threshold.

As already stated, the two available data sets used are Urban Atlas and Urban Audit
provided by the European Commission. The former is a land use data set suitable for a
scale of 1/10.000. It does not cover exhaustively the territory of Europe. It only covers
urban areas with over 100.000 inhabitants, the so-called LUZs. The date of the data set is
2005–2007. No archive versions are available. Originally, this data set is offered in vector
format, but it was converted to a raster with 10-meter resolution for convenience in
subsequent analysis. It is a product of interpretation of high-resolution earth observation
data combined with locally available topographic and land use maps. Although Urban
Atlas aligns hierarchically with the classification system of CORINE land cover data set,
the construction of a time series combining the two is not straightforward due to
significant scale differences (1/100.000 for CORINE and 1/10.000 for Urban Atlas).
The land use classes provided for LUZs by Urban Atlas are shown on Table 1.

The land uses shown on Table 1 are grouped in the following classes for the purpose
of this study.

● Built-up areas: codes 11100 up to 14200 (inclusive)
● Residential areas: codes 11100 up to 11300 (inclusive)
● Low-density areas: codes 11230 up to 11300 (inclusive)
● Open spaces: code 14100 and 14200
● Construction sites: code 13300
● Derelict land: code 13400
● Industrial/commercial/military: code 12100

Table 1. Land use classes in Urban Atlas.

Code Land use

11100 Continuous urban fabric
11210 Discontinuous dense urban fabric
11220 Discontinuous medium-density urban fabric
11230 Discontinuous low-density urban fabric
11240 Discontinuous very low density urban fabric
11300 Isolated structures
12100 Industrial, commercial, public, military and private units
12210 Fast transit roads and associated land
12220 Other roads and associated land
12230 Railways and associated land
12300 Port areas
12400 Airports
13100 Mineral extraction and dump sites
13300 Construction sites
13400 Land without current use
14100 Green urban areas
14200 Sports and leisure facilities
20000 Agricultural areas, semi-natural areas and wetlands
30000 Forests
50000 Water
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Obviously, this grouping is not free of generalisations. First, residential areas are not
purely residential but merely predominantly residential (CEC 2011b). Second, the land
use with code 12100 includes such diverse features as industrial, commercial and military
at unknown proportions. Clearly, army camps have a very different functional linkage
with the city and can occupy significant areas on the ground. Other minor generalisations
can be observed.

Urban Audit on the other hand is a source of statistical information for the same
LUZs, including population parameters. The most recent date for obtaining total resident
population for all LUZs is 2004. This is with the exception of all LUZs in Bulgaria where
the most recent date is 1991 and the exceptions of Lincoln (UK) and Setubal (PT) where
the date is 2001. Several other variables exist in Urban Audit, but the data are incomplete.
Consequently, these variables cannot be used with spatial metrics.

The reliability of the two sources is not clear. The nominal thematic accuracy of Urban
Atlas for classes related to artificial surfaces is 85% or higher with a minimum mapping
unit of 0.25 ha for artificial surfaces and 1 ha for all other classes. But in practice it is not
easy to evaluate the actual thematic accuracy of Urban Atlas. It is still unclear whether
even CORINE land cover program is within the nominal thematic accuracy given. Urban
Audit errors are much easier to track. For example the total resident population for the
LUZ containing Volos (gr006) is underestimated by almost 100% based on national
statistics. At the same time, Kavala’s (gr008) population is found to be larger than that
of Volos, but again this is wrong based on national statistics. As a result Volos is not
included in the following analysis, although it is by all means a typical medium-sized city.

Overall, it is assumed that inaccuracies and generalisation in these data sets are not
strong enough to spoil the analysis. Preliminary experiments with compact city metrics are
possible and meaningful. Nevertheless, it is perhaps surprising that these two data sources
combined can in fact yield only 10% of the compactness metrics proposed by Burton
(2002) in a national UK study. Another fundamental parameter is that Urban Atlas
currently provides data for only one point in time. Obviously, this makes metrics related
to the dynamics of change (growth rate, intensification, etc.) particularly difficult to be
devised.

An option that was discarded was to use CORINE land cover as the source of the
spatial data. The benefit would be the time series offered by CORINE which includes
updates for 1990, 2000, 2006 and the soon to be released 2012. But a number of
drawbacks cannot be neglected. CORINE, as already explained, offers land cover not
land use classes. Hence any effort to measure the mix of use is impossible. Also, the scale
is far too general to examine medium-sized cities. A medium-sized city is often contained
in a 100 × 100 pixel box at CORINE’s resolution. How much information can this
contain?

3. Method

Based on the introductory discussion, four dimensions are selected to capture sprawl,
namely density, dynamics, composition and configuration. The metrics selected for each
dimension are not many due to data limitations. Correlation is then performed to under-
stand the information content of each variable, but eventually no metric is discarded given
that the set is already too small to be further reduced. The metrics have been standardised
based on Equation (1) and combined together per dimension based on averaging. For
example to obtain a single value for density all its metrics are averaged and so on. A single
compactness value is then produced by averaging the values of each dimension.
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Standardised value ¼ value�mean

standard deviation
(1)

The overall diagram of compactness with its dimensions and metrics is shown in Figure 1.
The remaining part of this section is devoted to explaining the metrics used.

3.1. Density

Existing density metrics include densgr1, densblt1 and densres1. The first one, densgr1,
refers to the number of persons per hectare. It is gross density using the total area of the
LUZ. Therefore, it is a biased metric since the delineation of a LUZ can be loose, directly
affecting the result. Using administrative units to calculate spatial metrics limits the
interpretability of results due to the Modifiable Aerial Unit Problem. It has been observed
that the delineation of LUZs in Europe is not systematic (Mubareka et al. 2011). Take, for
example, the population of the city of Ioannina (gr007) that is seven times smaller
compared with that of Thessaloniki (gr002l). Their LUZs’ acreage is surprisingly roughly
the same. A less-biased metric is net density densblt1 or the number of persons per hectare
in built-up areas. Residential density densres1, which is the number of persons per hectare
in residential built-up areas, is also efficient. This finding is in agreement with Kasanko
et al. (2006), suggesting that net and residential density are less prone to artificial
variations caused by administrative borders.

3.2. Dynamics

As time series data are not available, there is currently no direct way to calculate the trend of
compactness. One of the few possibilities to implement a proxy variable is by construction.
This is the ratio of construction site areas (code 13300) per total built-up areas. In other

Figure 1. Metrics used to estimate the four dimensions of compactness and in turn compactness
itself.
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words, the amount of newly developed land is taken as a measure of intensification. The
decision to include this metric is based on the fact that while its weakness is that it tends to
confuse all growth for compactness, it is not the only one to do so. Other frequently used
metrics, such as gross density (densgr1), have the same problem.

3.3. Composition

The first metric assessing the mixture of land uses is supfacs2. This is the ratio of
residential (codes 11100–11300) to non-residential built-up land. It is a good indicator
of mix. It is only an indication however and not a proof of mix since it has no spatial
dimension. A second metric is porosity, that is, open spaces or the sum of land without
current use (code 13400), green urban areas (code 14100) and sports and leisure facilities
(code 14200) divided by built-up area. It is a measure of the amount of open spaces in the
city. The third metric, lowden, refers to the ratio of low-density residential areas (codes
11230–11300) per total built-up area.

3.4. Configuration

While composition is a non-spatial metric of mix use, configuration is a spatial one to
examine spatial patterns of mix. The first metric to describe configuration is Simpson’s index
(Simpson 1949). This is a metric frequently used in landscape ecology. It was used to
estimate the probability of a built-up pixel being adjacent to an unbuilt pixel. This is a way
to describe the degree of clustering of built-up areas. The second metric is a new quantity
termed coreness. Suppose that the two cities in Figure 2 have the same density. Let us define
the core area as the part inside the edge of the city based on a buffer distance. Consequently,
the core is less close to the urban fringe and its characteristics less affected by it. Clearly, the
core of the city is related to its shape. In this context, coreness is defined as the ratio of core
built-up area to the total built-up area. To find the core built-up area, an internal buffer
distance of 20 meters has been used. The exact distance is not that important since the point
here is to make comparisons amongst cities using the same value.

Third, a newly introduced metric to take the spatial arrangement into consideration is
adjacency. It is calculated by a 3 × 3 pixel moving window in a rasterised version of the
data, with 10 × 10 m pixel. The concept is shown in Figure 3. Only two land uses are used

Figure 2. The concept of coreness.

Figure 3. Example of calculating adjacency. There are two different values (R = residential and
C = commercial/industrial/military) in the left 3 × 3 window. The result (Equation (2)) is written in
the central pixel of the output raster in the right.
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in this raster, i.e. industrial/commercial/military and residential. Empty pixels are assigned
to all other land uses and are ignored from the calculation. The number of different values
within the 3 × 3 window is recorded and then averaged to yield the value of adjacency.
The physical meaning of adjacency is related to measuring the spatial mixture of the two
land uses. A larger size of window (5 × 5) has been tested to investigate the sensitivity of
adjacency, but the results were essentially identical. The correlation coefficient of the
3 × 3 and 5 × 5 results is R = 0.99. The 5 × 5 window has been tested particularly in view
of the effect of the street network given that urban land uses are fragmented by streets. It
appears that 3 × 3 is enough to capture the variation, and its calculation is computationally
faster. Note that while Simpson’s index is used here as a metric of urban vs. non-urban
mix, adjacency is used as a metric of land use mix. The two encapsulate different
information content, and their correlation is low as shown in the sequel.

Other spatial metrics of configuration were also tested but not adopted in the end. One
of them was based on the spatial difference (the Euclidean distance) between the gravity
centres of residential and non-residential land use classes. It was discarded because it was
found to ignore local spatial arrangements. For the same reason another tested metric
based on the ratio of dispersion between the same two land use classes was discarded. In
specific it was a ratio of the average nearest neighbour distance of the two classes.

4. Results

The outcome of the application of the metrics in absolute terms is shown in Table 2. The
normalised and final results are shown in Table 3. The correlation of the values of Table 3
is shown in Tables 4 and 5. Based on Table 4, the only redundant variable could be either
net (densblt1) or residential (densres1) density, which is very highly correlated (R = 0.91).
Based on Table 5, it appears that density and configuration are the most important factors
determining compactness.

Based on the rank in the last column of Table 3, it is evident that there is some
geographic clustering of compactness. The trends are more visible on the map of Figure 4.
Two trends are dominant. The first one is that some Eastern European countries have
greater compactness values. This is probably due to the traditionally different planning
system in these countries. This finding is in alignment with CEC (2006b) claiming that
cities in former communist member states are characterised by more compact form
reflecting both the strongly centralised planning systems and the heavy dependency on
public transportation.

The second one is that cities in coastal areas and islands are substantially more
compact. This finding is in agreement with Schneider and Woodcock (2008) who high-
light that land availability is influenced by geophysical parameters such as mountains and
the sea. In coastal areas and islands, land availability is typically restricted. Consequently,
urban areas are de facto constrained by rigid natural borders, such as the sea and rough
terrain. Kasanko et al. (2006) also agree that development options are very different in
coastal areas compared with plain areas.

However, contrary to the findings of Kasanko et al. (2006), there is no north–south
trend visible on the map in Figure 4, when focusing on Europe’s mainland, excluding
coastal areas and islands. The cities in the south do not appear to be more compact
compared with the cities in the north or vice versa.

The last column of Table 3 is the rank of cities when gross density and construction
are not taken into account. These two metrics are the weakest in the analysis. When they
are removed the rank changes, but the overall pattern is not very different in most cases.
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Some examples of metrics for cities are shown in Figure 5. The three columns of the
table refer to examples of low, medium and high values, respectively. The first row is
related to composition. The metric (supfacs2) captures the different proportions of resi-
dential to non-residential land uses present. It is evident however that adjacency in the
second row is a much better indicator of the actual spatial mix of these two land use types.
Spatial mix is more difficult, but perhaps more important in the description of urban form.

In the third row of Figure 5, the dimension corresponding to dynamics is shown. It is
evident there that as expected, the metric construction is only loosely related to compact-
ness. The construction sites recorded are mainly in the urban periphery in the form of new
highways and new infrastructure such as airports. Unfortunately, no distinction between
urban and exurban constructions can be made based on the available data sets. In that
respect, a high value in this metric could mean that the city is not intensified by more
development within its core, but rather that it expands towards new infrastructures and

Table 5. Correlation between dimensions used.

Density Dynamics Composition Configuration Compactness

Density – −0.18 0.11 0.49 0.63
Dynamics – – −0.20 −0.12 0.30
Composition – – – −0.08 0.30
Configuration – – – – 0.71
Compactness – – – – –

Figure 4. Compactness across European cities.
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along new highways. Low levels of construction are clearly however related to no
intensification in any case.

The last row of Figure 5 refers to configuration. It is quite clearly displayed that
coreness alone is a good measure of dispersion of the city or sprawl. This is a good and
simple metric to capture land take dynamics and highlight inefficiently land consuming
patterns due to sprawl.

Residential

Residential

Residential

Urban

Com/indust

New constr.

Non-urban

Urban

Figure 5. Examples of metrics and dimensions. Urban Atlas code in parenthesis.
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5. Conclusions

The main finding has been that the compactness of medium-sized European cities can be
quantified by urban metrics and compared cross-nationally despite the very limited
availability of data. Although much more efficient metrics can be and are actually used
in country specific studies, the low availability of European-wide data sets with common
standards currently limits analysis to a minimal set of generic indexes. Surprisingly, given
the plethora of existing data sets regarding other domains (environment, etc.), cities are
relatively neglected despite their profound importance. In a way it appears that the focus
has been on the end result (environmental problems, etc.) and not where it should be, i.e.
to what drives the problems. More urban data with common standards are definitely
needed. But, at the same time, custom metrics should be tailored adapted to available data
sets in order to get the maximum information possible. Ignoring data availability and
introducing data-aggressive metrics are not going to solve the problem. Also merely
transferring concepts from other domains such as landscape ecology is not enough. This
is an open field for future research. The metrics proposed here are limited in several
aspects. In specific, density metrics are primarily prone to fluctuations due to differences
in the way that administrative boundaries are delineated. The metrics used to capture
dynamics are particularly weak as they have to be computed with data covering a single
instance in time. Composition and configuration metrics are limited by the inevitable
over-generalisation of land use classes due to the way that the original data were
aggregated (e.g. having industrial in the same class with military and commercial).

Even though not all agree that sprawl is a problem, everybody should agree that at
least it must be monitored. In that respect, the metrics are of high practical significance.
On the one hand, they are a great toolkit for urban planners to understand how cities
evolved to reach their current states. In this context, metrics are also useful to urban
planners as an aid in defining sprawl itself. On the other hand, metrics are the only
tangible means in order to set and monitor policy objectives towards compactness,
provided that suitable data sets exist. In fact, metrics could be embedded in policies to
constrain or guide growth towards specific metric signatures (Herold et al. 2003). At the
European level, metrics should not be seen as a means to limit the diversity of cities, but
rather to preserve this diversity by curtailing the homogenising trend of sprawl.
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