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Preface

The Third AniNex workshop was held during June 22–23, 2017, at Bournemouth
University, UK. The main theme is on the development and exploitation of
next-generation computer animation and computer graphics techniques. The workshop
is supported by the People Programme (Marie Curie Actions) of the European Union’s
Seventh Framework Programme FP7/2007-2013/ under REA grant agreement number
612627. The workshop was held jointly with the 11th International Conference on
E-Learning and Games (Edutainment 2017).

The workshop has been devoted to “user-centered computer animation techniques
for next-generation digital creation and modeling.” It has reflected the current chal-
lenges in digital creation and modeling, with emphasis on two main cores: “dynamics
and interaction of virtual objects” and “virtual character modeling and animation,”
where many novel methods and techniques have been developed, and other elements
such as rendering and geometric modeling, virtual reality, and augmented reality
applications are also incorporated. The focus on user-centered experience has distin-
guished this book from pure theoretical text books, providing case studies and practical
reports on developing easy-to-use tools/algorithms in computer graphics. The use of
image-based synthesis of geometry and graphical content, novel meshless simulation,
machine-learning algorithms, and data-driven approaches is inevitable and has become
an embedded part of the computer animation production pipelines.

The topics are structured according to four main themes:

– Simulation and Rendering for Computer Animation
– Character Modeling and Dynamics
– User-Centered Design and Modeling
– Computer Animation Systems and Virtual Reality Based Applications

We recognize the contribution and continuous support of the consortium of AniNex,
the EU FP7-funded International Research Staff Exchange Scheme under REA grant
agreement number 612627. The consortium includes Bournemouth University,
University of Geneva, Tsinghua University, Zhejiang University, and the Institute of
Software, Chinese Academy of Sciences. We deeply thank the International Program
Committee for their tremendous support and all reviewers for their diligent work. We
are grateful for Shujie Deng and other colleagues and students for their kind assistance
and support during the workshop.

August 2017 Jian Chang
Jian Jun Zhang

Nadia Magnenat Thalmann
Shi-Min Hu

Ruofeng Tong
Wencheng Wang
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Simulation and Rendering for Computer
Animation



Recent Progress of Computational Fluid Dynamics
Modeling of Animal and Human Swimming

for Computer Animation

Tom Matko1(✉), Jian Chang2, and Zhidong Xiao2

1 Centre for Digital Entertainment, Bournemouth University, Poole, UK
i7604556@bournemouth.ac.uk

2 National Centre for Computer Animation, Bournemouth University, Poole, UK
{jchang,zxiao}@bournemouth.ac.uk

Abstract. A literature review is conducted on the Computational Fluid
Dynamics (CFD) modeling of swimming. The scope is animated films and games,
sports science, animal biological research, bio-inspired submersible vehicle
design and robotic design. There are CFD swimming studies on animals (eel,
clownfish, turtle, manta, frog, whale, dolphin, shark, trout, sunfish, boxfish,
octopus, squid, jellyfish, lamprey) and humans (crawl, butterfly, backstroke,
breaststroke, dolphin kick, glide). A benefit is the ability to visualize the physics-
based effects of a swimmer’s motion, using key-frame or motion capture anima‐
tion. Physics-based animation can also be used as a training tool for sports scien‐
tists in swimming, water polo and diving. Surface swimming is complex and
considers the water surface shape, splashes, bubbles, foam, bubble coalescence,
vortex shedding, solid-fluid coupling and body deformation. Only the Navier-
Stokes fluid flow equations can capture these features. Two-way solid-fluid
coupling between the swimmer and the water is modeled to be able to propel the
swimmer forwards in the water. Swimmers are often modeled using articulated
rigid bodies, thus avoiding the complexity of deformable body modeling. There
is interesting potential research, including the effects of hydrodynamic flow
conditions on a swimmer, and the use of motion capture data. The predominant
approach for swimming uses grid-based fluid methods for better accuracy.
Emerging particle and hybrid-based fluid methods are being increasingly used in
swimming for better 3D fluid visualization of the motion of the water surface,
droplets, bubbles and foam.

Keywords: Computational Fluid Dynamics · Fluid simulation · Physics-based ·
Animation · Swimming · Animal · Human · Splashes · Bubbles · Solid-fluid
coupling · Articulated rigid body · Particle-based fluid method · Hybrid-based
fluid method

© Springer International Publishing AG 2017
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1 Introduction

The focus of this review is the Computational Fluid Dynamics (CFD) modeling of
animal and human swimming [1]. Computer animation research has created many virtual
creatures from the natural history of animals (mammals, fish, invertebrates, amphibians
and birds) and humans. A fish interacts with water with almost neutral buoyancy, and
experiences hydrodynamic forces on its body [2]. In competitive swimming there is a
need to understand the hydrodynamic forces on the swimmer [3]. Hydrodynamic
modeling has traditionally been carried out by engineers using CFD.

Fluid force methods have traditionally been easier to use for animators than physics-
based fluid simulation [2–7]. However, a more precise method requires the use of the
full Navier-Stokes (NS) equations of fluid flow [1]. The NS equations can predict vortex
shedding, waves, splashes and bubbles [1, 8]. Animal swimming motion differs signif‐
icantly between an ideal fluid and the NS equations [9].

There are different modeling approaches for solid-fluid coupling between the
swimmer and water. One method is to have the swimmer one-way coupled to the fluid,
and only the swimmer influences the hydrodynamics. Another method is to only have
the water influence the swimmers motion. The correct solution however is two way
solid-fluid coupling, that enables forward propulsion of the swimmer [1, 9].

CFD is well established in engineering, but less commonly used for swimming.
Swimming is complex as there is a deforming moving object that is two-way coupled
to the fluid [10, 11]. Swimmers are therefore often modeled using articulated rigid bodies
to avoid deformable body modeling [9]. A benefit of the CFD modeling of swimming
is non-interference of the physical flow field [11, 12]. It is an ideal method to improve
the performance of competitive human swimming [13]. Experimental validation is not
included in this review, because fluid simulation for computer animation is often
primarily used for visual effectiveness and computational economy.

2 Applications

A number of applications benefit from the bio-inspired fluid simulation of animal swim‐
ming: film animation, computer games, animal biology, submersible vehicle design and
robotics [9]. There are computer animation studies for bio-inspired animal swimming and
for human swimming. The applications for human swimming are sports science and
animated films and games. Table 1 gives a summary of the research studies on swimming
fluid simulation.

It is a benefit to animators, if kinematic animation or motion capture data of a human
or animal swimmer can be used in a fluid simulation [15]. Biological studies focus on
a single animal species and use computationally expensive CFD models for better accu‐
racy [24]. Biological CFD studies are often validated by laboratory data.

Biomimetics is a rapidly growing field that incorporates features found in nature into
engineering design [41, 47]. Marine vehicle design is able to reduce drag by studying
the streamlined shapes of marine mammals [39]. Cetacean flippers (whales, dolphins
and porpoises) have a similar shape to engineering hydrofoils [38]. The octopus inspires
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the design of underwater robots, used in search-and-rescue operations, undersea ship‐
wrecks and marine exploration [46]. Propulsion technology in submersible vehicles
benefits from jellyfish swimming [14, 45]. Squid inspire the shape of modern submarines
and ships [43]. The box fish inspires car design [24]. Fluid simulation can also be used
for animal conservation (e.g. turtle, [22]).

Table 1. Swimming fluid simulation studies

Animation Biology Sport Engineering
Animals
[9] (eel, fish, turtle, ray,
frog)
[1] (squid)
[14] (jellyfish)
Humans
[8] (crawl, butterfly,
dolphin-kick)
[15] (crawl, backstroke,
breaststroke, butterfly)
[16] (dolphin-kick)
[17] (crawl)
[18] (glide)
[19] (glide)
[20] (glide)

[9] (eel, fish, turtle)
[21] (frog)
[11] (dolphin, shark)
[22] (turtle)
[23] (sunfish)
[24] (boxfish)
[14] (jellyfish)
[25] (lamprey)

Free stroke
[10, 26]
(dolphin-kick)
[12, 13, 27]
(dolphin-kick)
[28] (crawl)
[29] (dolphin-kick)
Prone glide
[18–20]
[30–37]

Submersibles
[9] (eel, fish, turtle)
[38] (whale, dolphin)
[39] (dolphin)
[40] (trout)
[23] (sunfish)
[41] (sunfish)
[42] (sunfish)
[24] (boxfish)
[43] (squid)
[14] (jellyfish)
[44] (jellyfish)
[45] (jellyfish)
[46] (octopus)
[47] (anguilliform)
Robotics
[21] (frog)
[48] (jellyfish)
[8] (human)

Hydrodynamics is even more complex around a flexible and articulated body of a
human swimmer [28] than for a rigid ship hull. A swimmer’s speed depends on drag
and propulsion [12]. Sports scientists aim to (i) maximize propulsion by moving arms
and legs during free swimming, (ii) minimize hydrodynamic drag by gliding [16, 31].
Many human motions can be studied such as swimming, water polo and diving [8].

3 Swimming Hydrodynamics

In a human swimming race there are submerged strokes: ‘glide’ and ‘dolphin kick’, and
free swimming strokes: ‘crawl’, ‘breaststroke’, ‘backstroke’ and ‘butterfly’ [17]. CFD
studies of human surface swimming [8, 15, 17–20] are more prevalent than animal
surface swimming for computer animation. A human surface swimmer interacts with
the air-water surface forming droplets from splashes, bubbles by air-entrainment, and
foam by rising bubbles interfering with the water surface [17]. Bubble coalescence
occurs when bubbles make contact with each other and grow bigger. Bubbles rise to the
surface (density of air is lower than water), with an increasing bubble size (effect of
water depth on hydrostatic water pressure).

Underwater motion control in calm water during swimming is straightforward, since
buoyancy approximately cancels out gravity. However, during large flow currents a

Recent Progress of Computational Fluid Dynamics Modeling 5



swimmer can become unbalanced [8]. A trout in a natural flowing river is modeled for
both submerged and surface swimming [40]. Boxfish vary in shape from triangular to
square, and maintain straight swimming trajectories even when the flow direction
changes [24]. A flow current can alter the flow field and swimming vortex structure,
which rotates a swimming jellyfish [49].

4 Swimming Biomechanics

4.1 Animals

There is an amazing variety of locomotion in animal swimming (Fig. 1, [9]), that includes
thrust from a tail, moving an elongated body by a sinusoidal waveform, paddle-like
motions of flippers, kicking with legs, bird-like flapping of fins, in a CFD study of
articulated rigid bodies [9]. A manta ray swims by the slow flapping strokes of its wing-
like fins. Sea turtles are underwater flyers, moving themselves forwards with a flapping
of their two front flippers. Their smaller rear flippers act mostly for balance [9]. Frogs
are self propelled by the classic frog kick on the water [21].

Fig. 1. Flow streamlines of animal swimmers by a grid-based fluid method [9]

Cetacean flippers stabilize the body and create different motions. Their shape varies
from the long, tapering tip of the humpback whale to the short, rounded flipper of the
killer whale [38]. A thick layer of skin streamlines a dolphin’s body [39]. Dolphins are
high speed swimmers, with low drag and high propulsion partly due to their shape [11].
Some shark species have less buoyancy than their weight, so must keep moving to
maintain depth [13]. Boxfish can turn 180 degrees instantly using their caudal fin as a
rudder [24]. The sunfish steers itself using its pectoral fins [41]. The jet system of the
squid provides propulsion for high speed forward motion [43].

Jellyfish motion is not fully understood (Fig. 2 [14, 50]). Its bell motion produces
pulsing jets that provide propulsion [45]. Jellyfish have passive tentacles that create a
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drag force [50]. Fluid simulation of soft-bodied jellyfish with tentacles is complex due
to the interaction of elastic bodies and water [48].

Fig. 2. Jellyfish swimming hydrodynamics by a particle-based fluid method [14]

Octopus open and close their arms to produce jet propulsion [46]. Anguilliform type
swimmers propel themselves forwards by producing propagating waves. This behavior is
widespread among species ranging from nematodes to eels [51]. An elongated ribbon-like
fin creates a sinusoidal waveform for propulsion in electric and knife fish [52]. Electric fish
are able to swim just as easily backwards as forwards, and rapidly switch direction.

4.2 Humans

Optimal swimming for animals and humans are a trade-off between minimal drag,
maximum propulsion and minimal physical exertion. In human races, the underwater
phases of dives and turns generate higher swimming speeds. Submerged gliding has a
lower drag force, as the contribution from wave drag is negligible at sufficient depth.
This is why the submerged dolphin-kick stroke is typically used after starts and turns in
races. The human body assumes a streamlined pose, with the arms outstretched beyond
the top of the head [27] and the legs kicking in unison [12]. Surface waves, splashes and
bubbles do not have an impact on this submerged stroke [10]. The human dolphin-kick
is bio-inspired by cetacean motion [12, 53]. Human swimmers therefore try to adopt
similar behavior to fish in order to maximize speed [29].

Underwater swimming forms a significant time proportion in races [31]. The prone
glide position is the most basic stroke [18], and when near the surface causes waves
resulting in the wave drag effect [19]. During breaststroke, the swimmer gets a sharp
push forwards when the arms are moved back, and then slows down a little due to drag
when the arms are moved forward [15]. Drafting in triathlon races (when a swimmer is
immediately behind another) is done to enable force transference [32].

Recent Progress of Computational Fluid Dynamics Modeling 7



5 Computational Fluid Dynamics Modeling

5.1 Geometry Model Reduction

Surface swimming modeling must consider the water surface, splashes and bubbles. The
swimmer is a deforming surface that is two-way coupled to the fluid [11]. For grid-based
fluid methods, simplifying the swimmer’s geometry can reduce the number of cells and
speed up the computation. Similarly for particle-based fluid methods the number of
particles can be reduced to speed up the computation.

When a swimmer’s shape is symmetric its gait may also be considered symmetric.
A symmetry plane can be applied to some animal shapes (frog, turtle, manta ray, [9]).
A symmetry plane bisecting a turtle improves computational speed by reducing the
number of cells [22]. The wake behind a 3D swimming eel has two separate vortices,
while a 2D eel only has one vortex [9]. If a 3D geometry has radial symmetry like in a
squid, it can be simplified to a 2D axi-symmetric geometry [43]. When only the fish fin
is in motion then body deformation can be ignored [23, 41, 42]. A jellyfish can be
simplified to a 2D geometry if the geometry has radial symmetry [14, 44, 45, 50, 54].
However, jellyfish tentacles need to be modeled in 3D [48]. Human swimmers can only
be modeled in 2D when limbs are stationary due to the 3D nature of the human body [31,
32, 37]. With human 2D simulation there are major differences to 3D results [31]. 3D
computer aided design (CAD) geometry models can be produced by the laser scanning
of real animal specimens ([39]: dolphin; [24]: boxfish; [43]: squid) and real human
swimmers [10, 12, 13, 19, 20, 26, 27, 29, 30, 34].

5.2 Fluid Discretization Methods

Fluid methods used to discretize the flow domain can be divided into traditional engi‐
neering grid-based methods for better accuracy, or emerging particle and hybrid-based
methods for better 3D visualization and computational efficiency. The grid-based fluid
methods use a stationary grid, except for the geometry of moving objects (the swimmer).
The Lagrangian particle-based fluid methods are mainly derivatives of the Smooth
Particle Hydrodynamics method (SPH) by Monaghan [55, 56]. The Lagrangian method
tracks flow as it moves through the domain, and discretizes the fluid (only where it is
located) using particles. For swimming the approach is still predominantly to use grid-
based methods for better accuracy. No CFD study has made a comparison between grid-
based and particle-based methods for swimming.

For animal swimming grid-based fluid methods predominate [1, 9, 21–25, 38, 39,
41–52, 54, 58]. For human swimming, grid-based fluid methods also predominate [8,
10, 15, 17–20, 26, 28–37]. Particle-based fluid methods are therefore used less often for
animal [11, 14, 40, 48] and human swimming [12, 13, 16, 27].

There are different grid-based fluid methods used for swimming. The studies of
articulated rigid bodies of swimming animals [9] and a biomechanical human swimmer
[8] use the classic staggered Marker And Cell (MAC) method [57]. In the latter study
which includes human bones and muscles [8], the particle level set method [59, 60] is
used to capture the water surface. Level-set methods are widely used in animation,
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because of their ability to model and render a smooth surface interface. High resolution
grids are required in the boundary layer around the body of a human swimmer in the
prone-glide position [18, 34, 36].

The grid-based Immersed Boundary Method [61] is used for complex immersed
moving geometry boundaries, and therefore used for submerged animal [23, 41, 42,
52] and human swimming [10, 26, 53]. A momentum exchange-based Immersed boun‐
dary-Lattice Boltzmann Method (MEIB-LBM) is used for jellyfish swimming [44].

The SPH particle-based fluid method is ideal for water surface modeling, including
droplet splashes and two-way solid-fluid coupling. However, SPH has infrequently been
used for swimming: dolphins and sharks [11], trout [40] and humans [12, 13, 27]. To
simulate elastic bodies like jellyfish, a particle-based fluid method may be used [50].
However, the SPH method approximates incompressibility with large pressure gradient
forces and can be computationally expensive. Grid-based fluid methods are often more
accurate, but are also computationally slow. As a compromise, the hybrid-based semi-
Lagrangian Stable Fluids method [62] is unconditionally stable, though it adds numerical
dampening. It uses grid-based and semi-Lagrangian methods.

A hybrid fluid method is used to model a swimming jellyfish [14, 48]. For the
Lagrangian part, the moving semi-implicit (MPS) method is used, that has similarities
to the SPH method. The Stable Fluids method is used to simulate surface and submerged
human swimmers [15, 16]. It is suggested by researchers that the Stable Fluids method
is promising for swimming fluid simulation for animation (Fig. 3, [16]).

Fig. 3. Near body flow around submerged dolphin-kick by a grid-based fluid method [16]

5.3 Turbulence Modeling and Vortex Shedding

Grid-based discretization methods categorize fluids as laminar, turbulent or in the
laminar-turbulent flow regime, by using the dimensionless Reynolds number. There are
fluid vortices predicted around a dolphin’s flipper, when using the standard k-omega
turbulence model [38]. A dolphin and a shark both exhibit strong vortices (Fig. 4, [11])
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generated by the oscillatory motions of their tails [11]. A simulation of the laminar-
turbulent transition around another dolphin [39, 58] uses the Gamma-Re transition
turbulence model. A CFD model of a swimming turtle uses the k-omega shear stress
transport (SST) viscosity turbulence model [22]. The motion of a fin of a sunfish also
exhibits vortex structures [23, 42]. The wake behind a boxfish is turbulent, but the
boundary layer is laminar. To account for turbulence at such relatively low Reynolds
numbers, the Menter Shear Stress Transport (Transition SST) model is used [24]. For a
ribbon-fin fish the flow is laminar or may transition to turbulent [52].

Fig. 4. Vorticity around a dolphin by a grid-based fluid method [11]

A swimming jellyfish produces radial symmetric rotating currents called vortex rings
[44, 45, 49, 54, 63]. Measurements around a jellyfish reveal that the flow does not
develop into the turbulent regime [64]. A simulation of jellyfish with laminar flow is
undertaken in another study [54]. There are differences between the wake structures of
2D and 3D swimming eel simulations [9, 51]. A lamprey [25] has a Reynolds number
comparable to eels [65]. A frog has a Reynolds number that is within the transitional
laminar and turbulent region [21].

For a human dolphin-kick, there is a wake generated from the lower legs and feet
[12]. Small vortex structures are shed from the head and hips [10]. A study uses the
Boussinesq-based eddy viscosity turbulence model for a human dolphin-kick [53].
Vortices around a prone-glide swimmer are formed by concave and convex body geom‐
etry features, and predicted using the Spalart-Allmaras turbulence model [18]. Turbulent
fluid zones are predicted [34] where there are sudden geometrical changes in body shape
(head, shoulders, elbows, hips, knees and feet). The standard k-epsilon turbulence model
is used for flow around a prone-glide swimmer [30], and compares accurately with
measurements [31]. Simulations using the standard k-omega turbulent model for a
prone-glide swimmer [19] demonstrate better performance in the boundary layers,
compared to the standard k-epsilon model. The k-omega SST (Shear Stress Transport)
turbulence model is used for another prone-glide swimmer [20]. Turbulence models
(Spalart-Almaras, k-epsilon, k-omega, Realizable k-epsilon, RNG k-epsilon) are
compared for a prone-glide swimmer. Comparison with experimental data [37] reveal
that the standard k-ω turbulence model is the most accurate turbulence model for prone-
glide human swimming [35, 36].
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5.4 Solid-Fluid Coupling

The traditional method of two-way solid-fluid coupling is by prescribing fluid velocities
to be equal to the solid velocities at the solid-fluid interface, and then integrating the
pressure to get force boundary conditions on the solid boundary [1, 8]. Secondary
phenomena like body deformation and swaying are caused by fluid vortices, and
predicted using two-way solid-fluid coupling [1].

A two-way coupled rigid solid body model is a simplification of a deformable body
model. Articulated rigid body modeling can be used for the swimming gaits of a variety
of animals [9]. Two-way coupling works by the fluid exerting pressure forces on the
rigid solid body of the swimmer, while at the same time the kinematics of the rigid body
by locomotion affects the pressure distribution of the fluid [9]. An example of self-
propulsive swimming is a frog, that disturbs the water fluid by the classic frog kick, and
produces hydrodynamic forces back onto its own body [21]. Self-propulsion is therefore
the two-way coupling between body dynamics and fluid hydrodynamics.

The Immersed Boundary Method (IBM) [66] can model unstructured deforming
boundaries, with animal locomotion kinematics as input to the moving mesh boundary.
The immersed boundary method is used for solid-fluid coupling of a fish fin [23, 41,
42], jellyfish [44, 50], ribbonfish [52], and the human dolphin-kick [10, 26, 53].

Solid-fluid coupling of jellyfish in a flow current is undertaken [49] using the
Moving-Grid Finite-Volume Method (MGVFM). Another method for a jellyfish
combines the lattice Boltzmann method (LBM), and the immersed boundary method
(IBM). It employs a Cartesian grid for the LBM solving the fluid flow, and a Lagrangian
grid for the IBM solving the moving boundary [44].

An advanced CFD study suggests that a human swimmer can include biomechanical
modeling, with the hard bones and soft tissues coupled (Fig. 5, [8]). The coupling uses
an interleaved approach in this study. Animation studies generally exclude muscles and
bones, because it is complex and to improve computational efficiency.

Fig. 5. Biomechanical surface swimming by a grid-based fluid method [8]
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A major strength of the SPH particle-based fluid method is that it can handle complex
deforming boundaries. This method is used in some studies of dolphins and shark [11]
and humans [12, 13, 27] A hybrid method known as moving semi-implicit (MPS) is
used to model solid-fluid coupling in a jellyfish [14, 48] The jellyfish umbrella is calcu‐
lated as fluid particles and deformed in the same manner as a fluid.

5.5 Multi-phase Flow

Swimming simulation requires multi-phase flow modeling for predicting the shape of
the water surface, splashes, air re-entrainment, bubbles and froth. Multi-phase flow
modeling can be neglected for submerged swimming, such as the human dolphin-kick
[10, 13]. For grid-based fluid methods, the grid resolution determines whether droplets
and bubbles are captured [17]. For submerged swimming it is common to neglect the
motion of the water surface, and model it instead as a flat plane, and therefore ignore
multi-phase flow models. A boundary type used for the water surface in submerged
swimming is a zero pressure boundary, where the flow enters and leaves the top of the
flow domain [1, 9, 24, 49]. Another boundary used is the no gradient (no slip) condition
[10, 23, 26, 29]. Another boundary condition used is a symmetry plane [33, 34, 36, 37].

Surface swimming such as a trout in a river [40] can provide other interesting
scenarios, such as a whale jumping out of water (breaching) [9]. Human surface swim‐
ming can include other sports such as diving, water polo and artistic swimming [8].

For human surface swimming a dynamic water surface is often modeled [8, 13,
17–20]. A biomechanical surface human swimmer [8] employs a MAC grid, and uses
a particle-level-set fluid method [59, 60] to model the water surface interface. An
animation of a human swimmer interacts with the water surface to produce splashes
and bubbles (Fig. 6, [17]). The water surface is modeled using the coupled level-set
and volume-of-fluid method (CLSVOF) [67]. A problem with the VOF method is the
recovery of a smooth surface from the volume fraction distribution. This problem can
be resolved using the CLSVOF fluid method.

Fig. 6. Bubbles, splashes and water surface effects by a grid-based fluid method [17]
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Human swimming strokes near the water surface are modeled using a grid-based
[15] and a semi-Lagrangian fluid method [62]. Swimming animations using motion
capture data of breaststroke, crawl, butterfly and backstroke strokes are able to demon‐
strate surface and splashing effects [15].

In sports science, a backstroke swimmer [13] demonstrates surface and splashing
motion, using a particle-based fluid method. A prone-glide swimmer [18–20] demon‐
strates water surface effects, using a grid-based fluid method. The Volume of Fluid
(VOF) two-phase flow model is used to predict the water surface shape around a
swimmer in a prone-glide position [19, 20].

Surface human swimming simulation is able to predict the disturbance of the water
surface without splashing [19, 20]. Some studies progress further, and include droplet
splashes but without bubbles [8, 13, 15]. Only one study progresses even further to
predict splashes and bubbles surrounding a surface human swimmer [17].

A major strength of the particle-based SPH fluid method is its ability to handle
complex splashes [68, 69]. The SPH method is used for submerged swimming [11, 12,
27]. Splashes and surface waves using the SPH method are captured for a human back‐
stroke swimmer [13]. The more traditional grid-based fluid methods are used for water
surface modeling of surface human swimmers [8, 15, 17, 19, 20]. Only one study uses
a particle-based fluid method (SPH) for predicting surface splashes [13].

6 Conclusions

The Navier-Stokes fluid flow equations used in swimming simulation are able to predict
vortex shedding, water surface motion, splashes and bubbles. For human swimming the
modeling of the free water surface is more prevalent then animal swimming. Level-set
fluid methods are used by animators to predict the free water surface, sometimes coupled
with a volume of fluid method. Modeling swimming animals as articulated rigid bodies
avoids the complexity of deformable body modeling. Articulated rigid bodies are not
used for deformable marine invertebrates.

For animal and human swimming, the approach is predominantly to use grid-based
fluid methods for better accuracy. The SPH fluid method is ideally suited for surface
swimming and two-way solid-fluid coupling. Hybrid-based fluid methods are also used:
MPS for animals and Stable Fluids for humans.

Different flow regimes are used to classify different types of animals. The standard
k-omega turbulence model is preferred for prone-glide human swimmers. For the human
dolphin-kick fluid vortices are predicted around the legs and feet. Vortices around a
prone-glide human swimmer are predicted around changes in body shape.

Solid-fluid coupling is modeled using an articulated rigid body of a swimmer, and
having the fluid exerting pressure forces on the rigid body, while the kinematic loco‐
motion of the rigid body affects the hydrodynamics. Self-propulsion of swimming is
modeled by two-way coupling between solid body dynamics and hydrodynamics.
Secondary phenomena such as body deformation and swaying are caused by vortex
shedding, and modeled correctly by two-way solid-fluid coupling. The immersed boun‐
dary grid-based method is often used in swimming for solid-fluid coupling.
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Surface swimming fluid simulation requires multi-phase flow models, for water
surface motion, splashes, bubbles and froth. For submerged swimming it is usual to
model the water surface as a flat plane. Multi-phase flow modeling can be entirely
neglected for swimming that is sufficiently submerged. Fluid simulation research on
surface swimming predicts the shape of the water surface but without splashes. While
other research progresses to include splashes but not bubbles. The fluid simulation of a
human surface swimmer that includes splashes and bubbles has been modeled once.
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Abstract. The realistic animation of real-world trees is a challenging
task because natural trees have various morphology and internal dynamic
properties. In this paper, we present an approach to model and animate a
specific tree by capturing the motion of its branches. We chose Kinect V2
to record both the RGB and depth of motion of branches with markers.
To obtain the three-dimensional (3D) trajectory of branches, we used the
mean-shift algorithm to track the markers from color images generated
by projecting a textured point cloud onto the image plane, and then
inversely mapped the tracking results in the image to 3D coordinates.
Next, we performed a fast Fourier transform on the tracked 3D posi-
tions to estimate the dynamic properties (i.e., the natural frequency) of
the branches. We constructed static tree models using a space coloniza-
tion algorithm. Given the dynamic properties and static tree models, we
demonstrated that our approach can produce realistic animation of trees
in wind fields.

Keywords: Motion capture · Kinect · Dynamic property · Tree

1 Introduction

The realistic modeling and animation of vegetation is a significant problem
because of the inherent complexity of plants. The reconstruction of static tree
models from images and point clouds has been widely studied; however, there are
few studies that explore the scheme for simulating the swaying of trees in a wind
field. Recently, motion capture has been extended from tracking human move-
ment to simulating plant motion. A passive optical system has been used in tree
and maize motion capture [10,17], and realistic animation can be achieved using
the motion capture data. However, an optical system is expensive and motion
capture is limited for indoor trees. In contrast to an optical system, video-based
motion capture uses a camera, which has the advantage of low-cost and porta-
bility [3,4,15]. Although all the aforementioned motion capture and animation
methods generated reasonable results, the studies did not explore the vibration
relationship of branches.
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In our work, we use Kinect to capture static tree point clouds and tree motion
in a pulling and releasing experiment, and then study the motion trajectory and
dynamic properties (i.e., natural frequency) of branches. Based on a single-view
point cloud of a tree captured by Kinect, we use a space colonization (SC) algo-
rithm to reconstruct a static tree model. Then, we calculate the relative rotation
angle between a parent branch and a child branch, and extract the dynamic
properties of branches using a fast Fourier transform (FFT). Finally, we gener-
ate tree animations using the static tree model and the extracted parameters. In
this paper, we address the problem of outdoor motion capture by taking advan-
tage of a low-cost depth sensor, Kinect V2. The contributions of this paper are
as follows:

– a low-cost method to capture and estimate the dynamic properties of a real-
world tree with hierarchical structures; and

– a physics-guided model to animate trees in wind fields using the extracted
properties and static tree models.

2 Related Work

Dynamic Property Estimation. Tree dynamic properties play an important
role in branch pruning and vibration harvesting. In the early years, the dynamic
properties of trees were measured using the relationship between the height and
diameter at the breast (DBH) of tree branches [11,12] or a strain-stress data log-
ger [8]. In the past decade, researchers have used computer vision based methods
to measure the dynamic properties of trees. Sun et al. [15] used video clips of
tree motion to extract parameters, and used those parameters to synthesize the
motion of an artificial tree model. Long et al. [10] used a passive optical motion
capture system to capture the motion of an indoor tree in a wind field, and
extracted the wind field to drive the motion of the reconstructed model. Both
Sun et al. and Long et al. extracted parameters based on force-displacement
measurement, whereas in our work, we propose extracting parameters based on
the rotation angle. Wang et al. [16] used three synchronized Kinect V1s to cap-
ture the motion of indoor potted plants, and used FEM to estimate Young’s
modulus and the damping coefficient. Unlike the work of Wang et al., we use
Kinect V2 to capture the motion of outdoor trees.

Tree Animation. The study of the dynamic tree model began in the late 1990s.
The first work that simulated the stochastic motion of trees and grass was by
Shiya and Fournier [14]. Because our work is related to data-driven animation,
we only discuss the closest works regarding that approach. Diener et al. [3] used
video-captured motion data to drive the artificial tree model. Long et al. [10]
used the extracted wind field from a three-dimensional (3D) sequence of reflective
markers to drive the motion of a captured tree. Although Long et al. and Diener
et al. made use of captured data to simulate motion, they did not establish a
relation between the extracted parameters and physics-based animation model.
Wang et al. [16] obtained Young’s modulus and damping coefficients, and used
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an FEM model to simulate the deformation of a small potted plant; however,
this is time-consuming for a complex tree structure. The latest work of data-
driven tree animation was proposed by Hu et al. [6]. The researchers used a
camera or mobile phone to capture the motion of a tree outdoors. In our work,
we take advantage of Kinect V2, which can be used outdoors in weak light and
simultaneously capture the depth and RGB of tree motions.

3 Overview

Our motion capture and data-driven animation system consists of three parts:
First, we use Kinect V2 to collect the motion of a tree, which is driven by a

pulling and releasing experiment. To obtain the rotation angle in 3D coordinates,
we project the textured point cloud of tree motion onto the image plane first,
and then perform tracking in the image plane. When we obtain the trajectory
in a two-dimensional (2D) image, we map it to 3D coordinates inversely, and
calculate the rotation angle based on the 3D trajectory. Based on the 3D rotation
angle, we use an FFT on it and obtain the spectrum of motion in the frequency
domain. Motion capture and parameter analysis are introduced in Sects. 4 and 5,
respectively.

When we obtain the dynamic parameters, we use an SC algorithm to gener-
ate the skeleton of a point cloud captured by Kinect outdoors. Once the static
tree model is reconstructed and the dynamic parameters are acquired, we estab-
lish the relation between the dynamic parameters and physics-based animation
model, and then synthesize tree motion. We discuss this in Sect. 6.

In Sect. 7, we present the results and analysis of our study and limitations
are also included.

4 Motion Capture

Many approaches have been proposed to capture tree motions in wind or using
a pulling and releasing experiment [1,3,8,10]. The main equipment includes a
strain-stress data logger [8], an electromagnetic tracking system [1], and a cam-
era [3]. Instead of the aforementioned devices, we use a low-cost depth sensor
to perform motion capture. Specifically, we record the motion of a tree using
Microsoft Kinect V2, which can capture motion outdoors and provide depth of
scene. Figure 1a shows our motion capture system, which consists of a Kinect
V2 sensor and a desktop PC, which can be used to collect the motion data of a
tree outdoors.

We selected two outdoor Magnolia trees with heights and DBH of approx-
imately 2.6 m and 2.4 cm, respectively, and 3.3 m and 4.94 cm, respectively. To
reduce occlusion, we conducted the capture in winter on a leafless tree. Because
of self-similarity in branching, it is difficult to search for features in motion data.
To perform accurate and efficient tracking for a tree with uncertain features is
beyond the scope of our work; thus, for simplicity, we pasted red makers with
a width of approximately 3 cm on a selected branch. Because of the limitation
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Fig. 1. Scene setting of tree motion capture and captured data using Kinect: (a) capture
system; (b) back-projection image of textured point cloud; (c) point cloud.

of the precision of Kinect, it cannot detect tiny branches; thus, we pasted red
markers on the first three level of branches, and for levels higher than three, we
marked selected parts of them. Tree motion was driven by pulling and releasing
branches. To reduce measurement errors, the Kinect direction was set approxi-
mately perpendicular to the motion plane.

Unlike video-based motion analysis approaches, our aim is to study tree
motion and dynamic parameters in 3D space. However, tracking the motion
of branches in a point cloud is difficult; thus, we propose performing 2D track-
ing first and then mapping the 2D position to 3D coordinates. Hence, not only
do we obtain a creditable result, but also reduce the implementation complexity.
Figure 1b shows the back-projection of a textured point cloud and Fig. 1c shows
the point cloud. From the recorded data shown in Fig. 1c, we observed that the
captured data preserved the main branch of the tree in both the back-projection
image and original point cloud.

5 Parameter Estimation

5.1 Semi-automatic Tracking

To obtain the motion trajectory and natural frequency of branches, we need
to track the motion of branches. Before capturing, we bound red markers on
branches to provide a good feature to track. As described in the previous section,
we projected the textured point cloud onto a 2D image; thus, we performed
2D tracking first. The mean-shift algorithm is efficient for color-based feature
tracking [2] and we tracked a window with a fixed size during the tracking
session; hence, we used the algorithm to track the markers on branches. The
workflow is as follows:

Step 1: Select the tracked object. Because of the multi-markers in tree
branches, we interactively selected a tracking target.
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Step 2: Build a tracking model. Based on the CamShift algorithm, we set
the tracking trait as a red hue channel, and built a tracking model with a
histogram of the selected target.
Step 3: Calculate the probability of the image. According to the histogram
of the tracking target, the back-projection of the current frame is calculated.
Sept 4: Calculate the mean-shift vector. The mean-shift vector is calculated
using the center and centroid of the tracking window.
Step 5: Calculate the stable tracking window. After Step 4, we obtain the
centroid and mean-shift vector, and move the tracking window to the new
centroid along with the mean-shift vector. We repeat Steps 4 and 5, and the
mean-shift algorithm converges to a stable target area.
Step 6: Track the object continuously. To achieve continuous tracking of the
object, we set the next frame, starting with the tracking window as the current
frame’s stable tracking window, and repeat Steps 4–6 until all frames are
processed.

Constrained by the precision of Kinect and motion blur caused by high-speed
movement, the tracking feature becomes weak and tracking may be interrupted.
In our work, we adopt two approaches to manage the miss-tracking problem.

The first approach is to consider frames with a weak tracking feature. We
set the centroid of the tracking window at the current frame interactively when
there were no features to track in the tracking window of the current frame.

To solve the problem of tiny branches with movement beyond the pre-
designed search area, we increased the search area and then searched the target
iteratively from four directions. Because of the locality of movement and contin-
uous characteristic of the motion sequence, when increasing the search window,
the target would definitely be tracked continuously.

Figure 2 shows the tracking results of one branch in selected frames, where
the blue box represents the initial window position and the red box represents
the stable tracking results.

Fig. 2. Continuous frames of the tracking results of a marker using the mean-shift
algorithm.
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5.2 Motion Trajectory of a Branch

The motion trajectory of branches is complicated and unpredictable. James
et al. [8] captured the motion of a branch using a strain and stress data log-
ger in the north and west directions only, and synthesized the motion trajectory
in the plane through this two-direction displacement. In our work, we obtained
motion in the plane of branches using mean-shift tracking; however, motion in
the plane cannot display the realistic trajectory of a branch. In a motion cap-
ture session, we obtained the textured point cloud by combining the image frame
and corresponding depth, and projected the textured point cloud onto the image
plane. To obtain the 3D position of an image pixel in the projection image as
seen in Fig. 3, we retrieved a corresponding image from the point cloud according
to the centroid, avoiding re-executing the coordinate transformation of Kinect
based on the original depth.

Fig. 3. Trajectory of a branch: (left) front view of the trajectory of the selected branch;
(right) the first 80 frames of the selected branch.

5.3 Dynamic Property Estimation

Natural Frequency. Thus far, we have obtained the tracked feature position
(3D) along frames. In each frame, we built an approximate hierarchical structure
by connecting the feature positions represented by the tracked feature. Mapping
the motion of branches to the approximate tree structure and calculating the
rotation angle between a parent branch and a child branch rather than using dis-
placement, we obtained the motion of a branch. Considering that the movement
of branches is continuous and interrelated, the displacement of the sub-branches
contains the displacement of the parent branches. To obtain the pure motion
of a branch that eliminates the interference of the parent branches, we propose
calculating the relative rotation angle to avoid the displacement of the parent
branches in the global coordinate system. Therefore, if the parent branches are
set as the reference coordinate system, the motion of the sub-branches relative
to the parent branches can be obtained easily.
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Figure 4 illustrates our relative rotation angle calculation approach. When
pulling and releasing the tree, we obtained the ith frame, as shown in Fig. 4b,
where the red arrow indicates the direction of the parent branch and θi represents
rotation angle at the ith frame between the parent branch and the child branch.
The calculation of θi uses a plain vector operation and triangular calculation
principle described as follows:

θi = arccos

(
v(AC)i

� v(CD)i∥∥v(AC)i

∥∥∥∥v(CD)i

∥∥
)

. (1)

Fig. 4. Illustration of the rotation angle between the child branch and the parent
branch: (a) approximate tree structure; (b) the ith frame.

We calculated the rotation angle in 3D coordinates using the method shown
in Fig. 4 and obtained the rotation angle sequence in the time domain (as seen in
Fig. 6). Motion in the time domain cannot reveal the inherent pattern of branch
motion. Therefore, we converted the rotation angle sequence to a frequency
domain using an FFT (as shown in Fig. 7). From the signal in the frequency
domain, we can clearly analyze the inherent properties of motion. Figure 5 shows
the hierarchical structure of our simplified tree, where the numbers 1–6 represent
force-bearing points and the letters A–I and a–g represent branches.

Figure 6 shows the change in the rotation angles of four selected branches (C,
D, I, F in Fig. 5 tree 1) in the time domain after tracking 409 frames and Fig. 7
shows the corresponding natural frequency of selected branches in Fig. 6. From
the frequency domain spectrum results, we observed that each selected branch
had one or more dominant frequency.
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Fig. 5. Illustration of the simplified tree model.

Fig. 6. Changes in the rotation angles: (top) branch C and branch D; (bottom) branch
I and branch F.

Damping Ratio. In a pulling and releasing experiment, the movement of the
tree stops because of damping. Damping is complicated and consists of several
components. To date, the energy dissipation mechanism has not yet been fully
elucidated and is usually determined using experimental methods. In practice,
researchers relate damping to velocity, and use viscous damping to represent
damping in most conditions.

In [7], James proposed several methods to calculate damping: a displacement
curve fitting method, logarithmic decay method, and half-band method. Inspired
by [15], we derived our damping ratio calculation approach.
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Fig. 7. Natural frequency of branches that correspond to Fig. 6.

In Sun et al.’s [15] paper, damping coefficient γ and angular frequency w
satisfy:

γ = Δw

Δw = 2π
Δv

NT
,

(2)

where Δv is a sample interval and N,T represents the total number of samples
and periods, respectively. In the frequency domain, angular frequency w and
frequency f have the following relation:

w = 2πf. (3)

From the work of [15], we learned that damping coefficient γ and damping ratio
ξ satisfy

γ = 4πfξ. (4)

Substituting (3) and (4) into (2), we obtain

4πfξ = 2πΔf. (5)

We simplify (5), and derive our damping ratio calculation formula in the fre-
quency domain:

ξ =
Δf

2f
, (6)

where Δf represents the frequency variation after the frequency attenuates to
half.

5.4 Pattern of the Natural Frequency

To explore the relationship between the natural frequency of different branches,
we conducted three comparison experiments on two Magnolia trees. The three
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Fig. 8. Different force-bearing point and force applied to branches: (a–c) the different
force-bearing points; (d–e) a different force at the same force-bearing point.

Fig. 9. Natural frequency comparison of the same branch with a force exerted at a
different position: (left) branch C; (right) branch I.

experiments were designed as follows: (1) apply approximate force at different
positions of different branches; (2) use similar tree species with different tree
structures; and (3) apply different forces at the same position of the same branch.
Figure 8 shows one frame of motion capture in the comparison experiments.

Figure 9 shows the results for different force-bearing points with an approxi-
mate force exerted on them. From the spectrum of the natural frequency, we
observed that the first dominant natural frequencies were almost the same
(approximately 1.5 Hz). Figure 10 shows the results of different tree structures
for one pulling and releasing test. We selected four branches from two trees,
and the response spectrum of the vibration shows that the dominant natural
frequency of each tree was the same (with tree 1 at 1.5 Hz and tree 2 at 1.2 Hz).
Figure 11 shows the results of different forces at the same forced point. Similarly,
the natural frequency of different branches was almost the same, but a larger
force had a peak value greater than the smaller force.

As shown in Figs. 9, 10 and 11, we can clearly conclude that the first dominant
natural frequency of the first three levels of branches were the same.

Figure 12 shows the spectrum of branch J at different forced points. Clearly,
high level branches show more complicated vibrations (multiple modal), but they
also have in common that they have one dominant frequency near 2.4 Hz.
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Fig. 10. Natural frequencies of two different tree structures.

Fig. 11. Influence of different pulling forces on the natural frequency on the same
branch: (left) branch A; (right) branch I.

Fig. 12. Spectrum of branch J at different force-bearing points.

6 Tree Modeling and Animation

6.1 Tree Modeling

The generation of tree models is a challenging task which has been studied
widely in recent years. In our paper, we chose point cloud based tree modeling
because tree point clouds are easy to capture using Kinect. Runions et al. [13]
proposed an SC algorithm to generate the tree model of an artificial point cloud
and canopy. The SC algorithm resolves branch intersection effectively, and its
principle is based on plant growth theory, which is illustrated as competing
space for growth between skeleton nodes. In our work, after capturing the tree
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point cloud using Kinect, we used an SC algorithm to generate the tree skeleton.
Instead of rendering the tree using an L-system, we designed a skeleton node data
structure and branch data structure, and constructed a tree hierarchy structured
using a self-implemented engine. Finally, we generated a tree geometric model
with generalized cylinders, for which the radius of a branch was estimated using
the pipe model.

6.2 Tree Animation

Because we obtained the static tree model and dynamic properties of branches,
we then used the model and parameters to animate the tree. Many approaches
have been proposed to animate tree movement in a wind field. To generate tree
motion using a static model and dynamic parameters, we need to determine a
feasible physics-based model to implement data-driven tree animation. Hu et al.
[4] proposed a tree animation model based on modal analysis, which takes the
branch frequency and damping ratio into account. Inspired by Hu et al.’s work,
we assumed that a branch was a curved beam and used a simplified physics-based
tree animation model.

Fig. 13. Our curved branch deformation model.

As seen in Fig. 13a, four segments that consisted of a curved beam (P0P1,
P1P2, P2P3, P3P4) and located in local coordinate (u,v,w) were subjected to a
local net force F(t).

Similar to Hu et al.’s [4] method, we took advantage of modal analysis to
establish and solve the dynamic equation of branch motion. From the frequency
signal (as seen in Figs. 9, 10 and 11), we assumed that the first dominant fre-
quency had a significant impact on motion. Based on this assumption, we only
considered the first dominant mode because the remaining modes were small.
The dynamic equation that combines the measured parameters is

ẍ (t) + 4πξfẋ (t) + 4π2f2x (t) =
|F (t)|

m
, (7)
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where f and ξ are the natural frequency and damping ratio of the first
mode, respectively, m is the mass branch, and x(t) is the displacement of the
branch. We decomposed F(t) into the (u,v,w) coordinate, and represented it
as (Fu(t), 0, Fw(t)) because we considered that the branch did not stretch in
the v direction. Equation (7) can be solved using the explicit Euler method,
and we converted the displacement x(t) to an elasticity force according to
F ′ (t) = 4π2f2x (t) to control the deformation of the curved branch.

Our final aim was to calculate the rotation angle along with the force direction
(as seen in Fig. 13b). Similar to Ref. [5], we converted the curved beam to a spring
system and resolved the rotation angle using Hooke’s law, which explains that
a bending angle is proportional to a bending moment. For further information
on the calculation of the rotation angle, see Ref. [5].

7 Results and Limitations

All the modeling and animation tests were performed on a desktop PC with an
Intel Core i3 Duo CPU at 3.8 GHz and an NVIDIA GeForce GTX 750 video
card.

Modeling Results. Figure 14 shows the reconstruction results of the tree point
cloud captured by Kinect and reconstructed using an SC algorithm. Comparing
the point cloud and generated tree geometric model, we conclude that the tree
model preserved the detail of branching and tiny branches, and agreed with the
original captured point cloud.

Fig. 14. Reconstructed static tree model using an SC algorithm. (a, c) Two recon-
structed tree models; (b, d) the tree models agreed with the point clouds.

Parameter Estimation. Table 1 shows the parameters of the marked branches
captured by Kinect. The results show that some branches vibrated at a frequency
of 1.39 Hz, but more than 85 % of the branches vibrated at a frequency of 1.46 Hz.
From the response spectrum of the vibration, we clearly know that higher level
branches demonstrated a more complex vibration modal (as shown in Fig. 12),
but it also contained the main stem vibration modal at 1.46 Hz. Based on this
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assumption, we only extracted the first mode, which had a natural frequency
of 1.46 Hz, and exploited this frequency to build a dynamic equation of branch
motion.

Figure 15 shows the damping ratio relation of selected branches corresponding
to Table 1. The damping ratios were disorganized; however, we approximately
thought that branches with a larger force pulling on them would have a higher
damping ratio, with the presupposition that we ignored the measurement error.
Because there were fewer captured branches in the reconstructed model, we used
the statistical characteristics of the acquired data of some branches to interpolate
the damping ratio of the remaining branches. For a more detailed illustration of
damping ratio estimation, see Ref. [4].

Fig. 15. Damping ratio of branches with different forces.

Animation Results. Figure 16 shows the animation of two Magnolia trees in a
wind field generated by our method. The wind field was generated using 1/fβ

noise [9]. One advantage of our physics-based tree model with extracted parame-
ters is the capability to respond to any external force and any model by tuning
the parameters.

Limitations. Although we could efficiently reconstruct a static tree model from a
Kinect-V2-captured point cloud, constrained by the precision of the device, the
detailed branches in the canopy may have been lost. Additionally, during the
motion capture session, tiny branches could not be captured because of the pre-
cision of Kinect. Second, we only discussed the first three levels of branches’ fre-
quency patterns and only used one dominant frequency to generate tree motion.
Thus, researching more levels of a branch’s natural frequency will be a challeng-
ing and interesting issue.
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Table 1. Parameters of selected branches.

Branch ID Small force Large force

f ξ f ξ

A 1.46 0.104 1.46 0.120

C 1.46 0.086 1.46 0.081

D 1.46 0.072 1.46 0.075

E 1.46 0.072 1.46 0.074

B 1.46 0.084 1.39 0.077

I 1.46 0.133 1.46 0.096

H 1.46 0.069 1.46 0.191

F 1.39 0.077 1.46 0.094

G 1.39 0.089 1.46 0.141

J 1.46 0.241 1.46 0.093

Fig. 16. Several frames from the animation of two different trees corresponding to
Fig. 14 in a wind field.

8 Conclusion

We proposed a semi-automatic approach to track the markers on a branch and
mapped the 2D tracking results to 3D to obtain the 3D trajectory. Based on
the 3D trajectory, we derived physical parameters (i.e., the natural frequency
and damping ratio) of an outdoor tree. To measure the motion of a branch, we
proposed a relative rotation angle principle to calculate the rotation angle of
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the branch in local coordinates. To analyze the natural frequency and damping
ratio of branches, we converted the vibration of a branch in the time domain to
the frequency domain using FFT analysis. Then, we applied the extracted para-
meters and the static tree model that was reconstructed using an SC algorithm
to a physics-based tree animating model. The animation results showed that
our approach was feasible for generating realistic tree animations from motion
captured data.

Supplementary

An accompanying video can be accessed at Demo link: http://pan.baidu.com/
s/1c1HWZPu.
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Abstract. Solid materials are responsible for many interesting phenom-
ena. There are various types of them such as deformable objects and
granular materials. In this paper, we present an MPM based framework
to simulate the wide range of solid materials. In this framework, solid
mechanics is based on the elastoplastic model, where we use von Mises
criterion for deformable objects, and the Drucker-Prager model with non-
associated plastic flow rules for granular materials. As a result, we can
simulate different kinds of deformation of deformable objects and sloping
failure for granular materials.

Keywords: Solid simulation · MPM · Elastoplastic model

1 Introduction

Solid materials exist everywhere in our daily life, and are responsible for many
interesting phenomena. Deformable objects, such as chewing gum, toothpaste,
and bread dough, undergo elastic and plastic deformation when pressed or
stretched. While granular materials, like sand and grain, generate plastic flow
and slope failure under large deformation. The numerical simulation of these
different materials has been a problem of long standing interest and challenge.

Material Point Method (MPM) is gaining popularity in computer graphics
for simulating solid materials, due to its ability to combine the advantage of
both Lagrangian and Eulerian approaches. Recently MPM has been successfully
applied to simulate granular materials such as sand, and has effectively generated
the flow pattern and sloping phenomena [8].

In this work, we show the constitutive models which have been applied in
SPH framework also work well in MPM, sometimes even more stable. We use the
linear model for elastic deformation, and different yield criterion for the plastic
deformation for different materials [1].

In this paper we present an MPM based framework for the wide range of solid
materials including deformable objects and granular materials. We introduce a
modified version of the Drucker-Prager model with non-associated plastic flow
rules for plastic flow of granular materials. The overall framework has a stable
running performance without the need of extensive tuning, and thus provides a
handy tool for complex solid simulation.
c© Springer International Publishing AG 2017
J. Chang et al. (Eds.): AniNex 2017, LNCS 10582, pp. 35–44, 2017.
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2 Related Work

2.1 SPH Simulation

SPH shares much with MPM, so here we briefly introduce some SPH based
works. SPH was first applied to simulate elastic solid materials by Libersky and
Petschek [9]. Gray et al. [6] extended this early work with a method for over-
coming the tensile instability that would otherwise lead to numerical fracture.
In these works, the strain in deformed solid materials is updated with velocity
gradient.

To simulate different materials, different yield criterions are used. Cleary
and Das [4] used Von Mises plasticity and linear isotropic hardening to simulate
elastoplastic deformation of deformable objects. Bui et al. [3] implemented the
Drucker-Prager model with associated and non-associated plastic flow rules to
simulate large deformation and post-failure of granular materials, and An et al.
[1] extended this work to 3D cases.

In computer graphics, the strain of solid materials is typically computed
by comparing the current shape of the solid materials with a reference shape.
Müller et al. [10] proposed a particle-based method for elastic, plastic and melting
solid materials, using Green-Saint-Venant strain to determine the stress tensor.
To approximate the Jacobian of the deformation vector field, a Moving Least
Squares approach is employed. Solenthaler et al. [11] use SPH to approximate
the Jacobian of the deformation field, which can handle coarsely sampled and
coplanar particle configurations. Becker et al. [2] extended their work with a coro-
tational approach to correctly handle rotations. The method using the reference
shape can maintain the original shape well, but is unsuitable for applications
with extremely large deformations and topological changes.

Yan et al. [15] presented an SPH framework to uniformly handle the inter-
action between elastoplastic solid and multiple fluids. This framework uses the
velocity gradient to update the strain, as in [1,6]. Here we follow this method,
and extend the solid part with our MPM method.

2.2 MPM Simulation

Material Point Method (MPM) [14] has been applied to simulate a wide range of
solid materials in the past two decades. Stomakin et al. [12] used MPM for sim-
ulating snow, and introduced a novel MPM method for heat transport, melting
and solidifying materials [13]. Jiang et al. [7] tuned the model in [12] to simulate
granular materials. Later Klár et al. [8] introduced the Drucker-Prager plastic
flow model into MPM to simulate sand dynamics, and Daviet and Bertails-
Descoubes [5] presented a semi-implicit scheme for granular materials.

Our MPM method is similar to the works mentioned above, but we adopt
the constitutive model which has been used in the SPH based work, showing
that MPM based method is equally flexible and more stable than SPH for these
applications.
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3 Solid Mechanics

The motion of solid materials obeys conservation of mass and conservation of
momentum. Since the conservation of mass is naturally preserved by the particle
representation, we here only focus on the conservation of momentum

Dv

Dt
=

1
ρ
∇ · σ + g (1)

where v is the velocity, ρ is the density, g is the gravity, and σ is the Cauchy
stress tensor determined by the constitutive model of solid materials.

3.1 Elastic Constitutive Model

In this section we briefly introduce the elastic constitutive model used by all the
solid materials in our framework, and leave the plasticity to Sect. 3.2.

The stress tensor σ can be written as

σ = −PI + s (2)

where P is the pressure, and s is the deviatoric stress tensor. According to the
Hookie’s law, the rate of change of s is given by

Ds

Dt
= 2G(ε̇ − 1

3
Tr(ε̇)I) (3)

where G is the shear modulus, Tr(·) is the trace operator, and ε̇ is the strain
rate tensor, which is given by

ε̇ =
1
2
(∇v + ∇vT )

ω =
1
2
(∇v − ∇vT ) (4)

where ω is Jaumannn rotation tensor, which is later used to handle rotations.
The velocity gradient tensor ∇v is computed with MPM, which is stated in detail
in Sect. 4.

The pressure P can be computed either in SPH scheme or with the consti-
tutive model, and is updated with the constitutive model as

DP

Dt
= −KTr(ε̇) (5)

where K is the bulk modulus.
Considering the effect of the rotation, the final equation for updating the

stress tensor σ is given as

Dσ

Dt
= 2G(ε̇ − 1

3
Tr(ε̇)I) + KTr(ε̇)I + ωσ − σω (6)

It is worth mentioning that this approach can handle only small rotations, and
approaches like those in [2] or [7] are required to handle larger rotations.
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3.2 Von Mises Plasticity

When the deformation of deformable objects goes beyond a threshold, the objects
are unable to recover their initial shape, and the irreversible part of the defor-
mation is called plastic deformation. The criterion to decide when and how the
plastic deformation will take place is called yield criterion.

For deformable objects, the Von Mises criterion is commonly applied:

f(J2) = J2 − Y 2 = 0 (7)

where Y is a parameter determining the yield stress, and J2 is the second prin-
cipal invariant of deviatoric stress tensor s, given by: J2 = 1

2s : s.
Similar to [15], we assume the solid material has an elastic response at first,

calculating a trial stress tensor σtr according to Eq. (6), and we can get the trial
deviatoric stress tensor by

str = σtr − 1
3
Tr(σtr)I (8)

If f(J2) > 0, then yield happens, and we update s as:

s = str

√
Y

J2
(9)

Then the stress tensor σ is calculated by

σ = s +
1
3
Tr(σtr)I (10)

3.3 Drucker-Prager Model

For granular materials, we use the Drucker-Prager model with non-associated
plastic flow rules here. As in [1], the yield condition f(I1, J2) and plastic potential
function g(I1, J2) have the following forms, respectively

f(I1, J2) =
√

J2 + αφI1 − kc = 0 (11)

g(I1, J2) =
√

J2 + αψI1 − C (12)

where I1 and J2 are, respectively, the first and second invariants of the stress
tensor σ; C is an arbitrary constant; αφ and kc are Drucker-Prager’s constants,
which are related to the Coulomb’s material constants c (cohesion) and φ (inter-
nal friction); αψ has the same expression as αφ and is related to the dilatancy
angle ψ. These are given as

αφ =
tanφ√

9 + 12tan2φ
kc =

3c√
9 + 12tan2φ

αψ =
tanψ√

9 + 12tan2ψ
(13)
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The stress-strain relationship is given by

Dσ

Dt
= 2G(ε̇ − 1

3
Tr(ε̇)I) + Kε̇ + ωσ − σω

− λ̇(3αψKI +
G√
J2

s) (14)

where λ̇ is the rate of change of the plastic multiplier

λ̇ =

⎧⎨
⎩

3αφKTr(ε̇) + (G/
√

J2)s : ε̇

9αφαψK + G
f(I1, J2) > 0

0 f(I1, J2) ≤ 0
(15)

4 Material Point Method

In MPM particles (material points) are used to track mass, momentum and
stress. Specifically, particle p holds position xp, velocity vp, mass mp, and stress
σ. The Lagrangian treatment of these quantities makes the advance step fairly
simple. To compute the spatial derivatives of velocity and stress, a regular back-
ground Eulerian grid is used.

In each timestep, we first transfer the mass and momentum from particles
to the grid, and we compute the velocity gradient at the particles with the grid
information. Then we can update the stress on the particles. The forces on grid
nodes are computed, and the velocites of the grid nodes are updated. Finally
the updated velocity is transferred back to the particles.

4.1 Interpolation Scheme

To transfer the quantities of particles to the grid, we use a shape function defined
as

Nh
i (xp) =

{
1
8 (1 + NxNIx)(1 + NyNIy)(1 + NzNIz) , I ∈ {Np}
0 , otherwise

(16)

where Nx = (Nx, Ny, Nz) are the natural coordinates of the evaluation position
xp, N I = (NIx, NIy, NIz) are the natural coordinates of the grid node, and
{Np} are the eight nodes of the grid cell containing xp.

The definition of the natural coordinates is given as

Nx =
2(xp − xc)

h
(17)

where xp is the evaluation position, h is the grid spacing, and xc is the position
of the center of the cell where xp lies. Thus the natural coordinate of a position
inside the cell ranges from (−1,−1,−1) to (1, 1, 1).
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For more compact notation, we will use ωip = Nh
i (xp) and ∇ωip = ∇Nh

i (xp).
To transfer a scalar A from grid to a particle p, we use the shape function as the
interpolation function

Ap =
∑

i

Aiωip

∇Ap =
∑

i

Ai∇ωip (18)

And likewise, to transfer particle data to a grid node i, we have

Ai =
∑

p

Apωip

∇Ai = −
∑

i

Ap∇ωip (19)

As the node i is shared by eight grid cells, all the particles in these cells contribute
to the scalar. The minus sign comes from the fact that ∇′Nh

i (xi) = −∇Nh
i (xp),

where ∇′ means the derivative operator acts on xi.

4.2 Full Method

Here we outline the full update procedure.

1. Rasterize particle data to the grid. The first step is to transfer the mass
and momentum from particles to the grid. The mass is transferred using
the weighting function mn

i =
∑

p mpω
n
ip. And to conserve momentum, the

velocity is transferred as vn
i =

∑
p vn

pmpω
n
ip/mn

i . The density is transferred

as ρn
i = mn

i∑
p(mp/ρp)ωn

ip
.

2. Compute particle velocity gradient. Giving the grid cell that a particle
p lies in, the velocity gradient at the particle is computed with the velocities
of the cell’s eight nodes: ∇vn

p =
∑

i vn
i (∇ωn

ip)
T .

3. Update particle stress σn
p with the constitutive model in Sect. 3.

4. Update velocities on grid v∗
i with

Dv

Dt
= − 1

ρn
i

(σn
p∇ωn

ip) + g.

5. Grid-based body collisions on v∗
i .

6. Update particle velocities. The new particle velocities are vn+1
p = (1 −

α)vn+1
PICp + αvn+1

FLIPp, where the PIC part is vn+1
PICp =

∑
i vn+1

i ωn
ip and the

FLIP part is vn+1
FLIPp = vn

p +
∑

i(v
n+1
i −vn

i )ωn
ip. We use α = 0 for deformable

objects and α = 0.05 for granular materials.
7. Particle-based body collisions on vn+1

p with boundaries.
8. Update particle positions using xn+1

p = xn
p + Δtvn+1

p .
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4.3 Grid-Based Collision Between Different Objects

The most common way of solving the interaction between different objects in
MPM is to use multiple grids, one for each object.

We can easily detect the collision of different objects by the overlap of the
nodes of different grids, and add collision constraints upon these nodes.

Let’s suppose two objects A and B are colliding with each other, and node
iA and iB are overlapping with each other. The collision would happen if the
following condition is satisfied:

(viB − viA)∇miA < 0 (20)

where viA and viB are the velocity of node iA and iB respectively, and ∇miA

is the mass gradient of object A defined as ∇miA =
∑

p mpA∇ωipA, which can
be seen as the surface normal of object A pointing outwards.

Hence the collision is handled at the surface of the objects, and only happens
when the two object are moving toward each other, and is ignored when they
are separating.

Then the velocities at node i is modified as

ΔviA = (viB − viA)
miAmiB

miA + miB

ΔviB = −ΔviA (21)

This form of constraint ensures conservation of momentum, and enforces the
two nodes to move at the same speed. The penetration is automatically avoided
in this way. Although it gives very stable results, it leads to a perfectly inelastic
collision, and causes considerable energy lost, so it is not suitable for highly
dynamic applications.

5 Results

We have simulated several examples to demonstrate the effectiveness of our
method, including deformable objects of different plasticity, granular materials,
and the interaction between them.

In Fig. 1, a dropping bunny (left), if undergoing pure elastic deformation,
bounces up and recover its shape (middle). When plastic deformation happens
(right), it can no longer maintain its initial shape and fails to bounce up.

For granular materials, we set up a notched sand block as one of the cases in
[8]. In Fig. 2, the block falls down and forms a pile of sand at last. The friction
between the ground and the sand is necessary for generating the sloping failure,
and we use a friction force proportional to the pressure.

In Fig. 3 we show a bunny dropping onto a sand ball. The sand ball itself is
undergoing deformation, and the bunny hits on it and sinks into the pile of sand
in the end.
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Fig. 1. A bouncing elastic bunny (middle) and a plastic bunny (right).

Fig. 2. Sliding and sloping failure of granular materials.

6 Discussion and Conclusion

Comparison with SPH method. MPM is more stable. There is no need to
add artificial viscosity to eliminate the tensile and numerical instability. The
constitutive models formerly implemented in SPH method can be easily trans-
ferred to MPM, and generate good results. However, because the interpolation
of velocities from the grid to the particles brings in a loss of information, the
phenomena like fragmentations and cracks require different methods to handle,
which will be our future work. The APIC method [7] can also be implemented to
better preserve the information between the interpolation process, which remains
to be tested.

Limitations. The constitutive model we used for solid materials split the strain
into two additive part, the elastic strain and the plastic strain. While this is

Fig. 3. Interaction between an elastic object and granular materials.
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simple and also a good approximation to the exact problem, to truly handle
finite deformation, it is better to use a multiplicative approach. Also we would
like to investigate more models, hardening, and transitions between different
kinds of materials. Besides, the visualization of different materials and their
combination requires further study.

Conclusion. We have presented a MPM framework for simulating various solid
materials including deformable objects and granular materials. The constitutive
models applied in previous SPH based works can be easily adopted to our frame-
work. The collision of different objects are handled in a stable way with the use
of the grid.
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Abstract. The representation of detail is an essential part of animation. How-
ever, realistically and efficiently simulating details of folds and wrinkles in cloth
has always been a huge challenge. Although the position-based dynamics
method can simplify and generally depict details, grids are so fine that the
simulation frame is far from satisfactory. The hierarchical position-based
dynamics method provides an improved scheme. However, it is not capable of
optimizing all grids effectively. In addition, during the coarsening process of the
hierarchical selection procedure, some polygonal parts do not have effective
convergence speed. We propose a voxelization-based sampling method. The
proposed sampling method not only applies to any hierarchical grid but also
avoids the uneven convergence speed of local simulation through particle
selection. Experimental results show that the hierarchical sampling model pro-
posed in this paper can accelerate the convergence of all layers of details.

Keywords: Position-based dynamics � Hierarchical position-based dynamics �
Deformation � Sampling

1 Introduction

The Position-based dynamics (PBD) [1] allows robust simulation of dynamic systems
in real time, and PBD can be widely applied in simulating physical phenomena, such as
the dynamics of deformable objects and fluids. The advantages of PBD simulation are
that it gives control over explicit integration and removes typical instability problems;
meanwhile, the positions of vertices and parts of objects can be manipulated directly
during simulation. The explicit position-based solver is easy to understand and
implement. However, the PBD simulation method comes at the price of much slower
convergence.

The hierarchical position-based dynamics (HPBD) simulation method [2] has faster
convergence than the PBD method while maintaining the ability to process general
nonlinear constraints, and makes real-time simulation possible at a higher level of detail
that satisfies interactive applications, such as computer games. However, the main
problem with the HPBD method is that a poor quality grid is produced if a coarse grid
is generated in arbitrary order. To overcome the disadvantages of the HPBD method,

© Springer International Publishing AG 2017
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we propose an adaptive-sampling HPBD method that generates even and regular
sampling for mesh representation.

2 Related Works

PBD method has been widely used for deformable and rigid bodies simulation owing to
its simplicity. A complete survey of the PBD method can be found in [1]. The main
feature of the PBD method is its direct control over vertex positions, which eliminates
the overshooting problem of force-based methods. The physical properties of simulated
objects are determined by the constraints applied. Various constraints have been
designed to solve different scenarios in deformation applications; e.g., shape-matching
constraints [3, 4], strain-limiting constraints [5], collision detection [6], melting con-
straints [7], and continuous-material constraints [8]. The main disadvantage of PBD is
the low convergence rate resulting from the Gauss–Seidel and Jacobian constraint
solvers. These solvers solve the constraints one at a time, resulting in the slow prop-
agation of information on the mesh.

Various techniques have been proposed to improve the convergence of PBD
method. Adding additional geometrical constraints to confine the movement of parti-
cles is the most widely used technique. For example, the long-range attachment [9]
constraint is a simple and robust constraint that confines the distance between
unconstrained particles and attachments (e.g., in the case of an inextensible rod) and
prevents stretching in cloth simulation. However, these techniques only improve the
convergence rate of attached vertices. Wang et al. [10] proposed a Chebyshev
semi-iterative approach for accelerating projective and position-based dynamics. The
approach affects the projective dynamics of the PBD method. Modeling a multi-grid
structure is a more general approach to accelerating the convergence rate. The HPBD
method proposed in [2] refines the original mesh to a multi-layer coarse mesh. The
coarse mesh provides motion prediction for the fine layer, which can effectively reduce
the effect of information propagation on the mesh. However, the mesh generation
method is not particularly robust and may generate poor-quality meshes, as will be
discussed in Sect. 3.

Voxelization represents the surface of a 3D model with small cubes called voxels.
In this way, the model data can be converted into a regular signal that is important for
extracting efficient feature descriptors. The concept of voxelization was proposed by
Kaufman in 1986 [11]. The simplest and most commonly used voxelization is binary
voxelization, where the value of voxelization is either 0 or 1. Rueda et al. [12] proposed
a simple and robust algorithm without gridding, but this algorithm only generates
regular grids. Huang et al. [13] proposed a fast voxelization that can realize a
6-neighborhood closure or a 26-neighborhood closure, and ensure the authenticity,
minimization, and correspondence of voxelization.

In this paper, we propose employing a voxelization sampling-based [14] hierar-
chical mesh generation method to voxelize the vertices, sides, and surfaces of a 3D
model, thus generating a correct voxel model of the object from which features can be
extracted, which can improve the mesh quality in HPBD simulation and allow faster
convergence.
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3 Main Problems and Error Generation in HPBD Simulation

3.1 Summary of the Main Problems of HPBD

The result of PBD simulation depends on time step, iteration, and constraint traversal
order. The stiffness of the PBD system increases as the iteration increases. The rela-
tionship between the iteration and stiffness is nonlinear, which makes it difficult to
choose parameters for rescaling stiffness according to the iteration because the PBD
solver is an approximation of implicit Euler integration that is solved in Gaussian or
Jacobian style. Such a solution will converge slowly because the constraint sets are
mostly unfeasible, resulting in incompatibility between different constraint sets and
oscillation.

The use of multiple grids is one of the most common methods of solving the
convergence problem of PBD method. The HPBD method is based on multiple grids
and applies a certain rule for the generation of each layer’s mesh. A multi-grid coarse
mesh (coarse level) is generated according to the original mesh (fine level), using the
movement of the coarse mesh for motion prediction of the fine-level mesh. That is, the
coarse mesh provides movement guidance for the fine mesh, reducing the time for
information propagation on the mesh (i.e., accelerating the convergence). The main
problem with the HPBD method is that generating the coarse grid in an arbitrary order
produces a poor-quality grid.

We describe the process of HPBD error generation and highlight problems in
Sect. 3.2.

3.2 Reproducing a Problematic HPBD Generation Process

The process of HPBD error generation can be described as selecting the particle subsets
at each level; generating the cardinality-n constraints for coarser levels; and choosing
pj among the coarse neighbors of pi.

The particle pj is the coarse particle that the fine particle collapses to, while
C represents the cardinality-n constraints.

To select particle subsets, we first define the original coordinates as shown in Fig. 1
(1). The resulting subsets are indicated as black points. In contrast, the white points are
fine particles. The generation process is the same as that in HPBD simulation.

To generate coarser levels, we need to choose the particle pj where the particle pi
will collapse to. We first compute the average position of the coarse neighbors of pi
using the original positions of the particles. The neighbor closest to the average
position is then selected as pj.

The particles are traversed row by row in order. The black particles selected for the
next level are called coarse particles. We then introduce the generation process on a
polygonal mesh rather than a triangular mesh.

We denote the first point of the first line by P(1, 1), the second point of the first line
by P(1, 2), the first point of the second line by P(2, 1), and so on.

To simplify the original mesh, we start at the first fine particle P(1, 1) and calculate
the average distance between P(1, 1) and its neighbors. We then compare the differ-
ences with the average distance, and obtain the minimum difference pj that it is certain
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the fine particles collapse into. In Fig. 1(1), we see that pj for P(1, 1) is P(2, 2). We
next simplify the constraint to generate the coarse mesh. As in HPBD simulation, the
fine particle P(1, 1) and pj (P(2, 2)) have a common point of adjacency.

The constraints for P(1, 1), that are removed, connected with adjacent coarse
particles, without updating the constraints that coarse points corresponding to the fine
particle are connected to its inclusion point pj. In the example shown in Fig. 1(4), the
particle pj corresponding to the fine particle P(3,1) is P(4,2), and the particle P(2,1)
adjacent to the fine particle P(3,1) is not constrained to P(4,2). We thus need to delete
the original constraints and add a new constraint from P(2, 1) to P(4, 2) along a new
edge. In Fig. 1(9) and (10), the resulting rough polygons show that it does not work
well as HPBD described. It is also seen in Figs. 1(3) and (4) that there are unilateral
constraints.

3.3 Defective Results of HPBD Simulation

When the quality of the coarse mesh is unsatisfactory, the irregular distribution of the
point cloud results in undetected collisions at the coarse level. The coarse-level mesh
provides motion guidance for the fine layer, which can also be considered as a con-
straint provided by the coarse layer. When the coarse mesh does not detect a collision,
it provides a false motion prediction for the fine layer. If the fine layer captures the
collision, the vertices in the collision invoke the solution of the collision constraint,

(1)

(5)

(4)(3)(2)

(11)(10)(9)

(8)(7)(6)

(12)

0

Fig. 1. Process of HPBD problem generation.
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contradicting the position delta provided by the coarse mesh. If there are low number of
iterations and hierarchical layers, the contradiction becomes obvious especially when
using a Jacobian-style solution.

The result of such contradictions between coarse mesh constraints and collision
constraints is instability. Even using the relaxation strategy proposed in [15] may lead
to poor stability because the vertices in a collision change between a collided state and
an un-collided state, and the vertices will finally oscillate on the boundary of the
collider or completely run into the collider. Figure 2 shows the results of the HPBD
method caused by the poor quality of the generated mesh.

4 Multi-grid Generation Based on Importance Sampling

4.1 Voxelization-Based Sampling

The HPBD method proposed in [2] uses both irregular and regular sampling for mesh
representation. However, the irregular mesh cannot perform well in collision detection
when dealing with large holes as discussed above, while the regular mesh can result in
misidentification and lose important geometric information. Therefore, better vox-
elization sampling is needed for constructing the mesh. A voxelization-based adaptive
sampling method is ideal for capturing different levels of detail. In this paper, we apply
voxelization down-sampling to efficiently distribute the samples on the mesh. The idea
is to generate the hierarchical mesh structure by applying voxelization sampling to the
original mesh and then to remesh the sampled points to generate the coarse simulation
mesh. The link between each hierarchical layer during simulation is the same as that of
the method proposed in [14].

Fig. 2. Running into the collider with poor quality.
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The results of hierarchical sampling are shown in Figs. 3, 4 and 5. The results of
our method are shown on the left while the results of the original HPBD method are
shown on the right. It can be seen that our method improves uniformity and solves the
unilateral and polygonal problems, thus accelerating local convergence.

4.2 Building Links Between Layers

We obtain an even coarse mesh by sampling rather than using the HPBD particle subset
selection algorithm. We compute the fine points according to the sampled values. For
example, if the sampling points are X1;X2 and X3, as shown in Fig. 6, then the weights
w1;w2;w3 represent how the coarse particles update the positions of the original fine
particles respectively. The positions of the fine particles are computed by Eq. 1.

Fig. 3. Hierarchical sampling on one-level constraints.

Fig. 4. Hierarchical sampling on three-level constraints.

Fig. 5. Hierarchical sampling on five-level constraints.
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We have X1;X2;X3 2 R3;P 2 R3; w1;w2;w3 2 R, and

P ¼ w1X1þw2X2þw3X3: ð1Þ

This equation is equivalent to

Px

Py

Pz

0
@

1
A ¼

X1x X2x X3x

X1y X2y X3y

X1z X2z X3z

0
@

1
A:

w1

w2

w3

0
@

1
A; ð2Þ

where P is the position matrix for the fine particle p. A is the position matrix for the
parents of particle p, and W is the weight matrix. We have

P ¼ A �W ; ð3Þ

W ¼ A�1 � P: ð4Þ

In this way, it can be determined that a fine particle has at least three parents.
We compute the weights of the coarse particle in the update of the positions of the

fine particles and avoid the generation of non-triangular polygons.
We use Eq. 5 to update the position of particle pi:

pi  piþ
X
j2Pi

wij pj � qj
� �

; ð5Þ

where pi is the set of indices of the parents of particle i, and wij is the affected weight of
the parent pj of pi.

X1

X2

X3

P

Fig. 6. Sampling example.
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5 Experiments and Results

Figure 7 compares simulation results obtained using HPBD (left) and our method
(right). These simulations had five iterations with gravity set to 0.98 and three layers in
the hierarchy. The simulation results for 15 iterations and gravity set to 0.28 are shown
in Fig. 8.

We compare the spring relative change rate (SRCR) [2] among the PBD method,
the HPBD method, and our proposed method in Table 1. For the results in Table 1, the
original mesh contains 961 particles, the number of iterations is set to five, and gravity
is set to 0.98. The SRCR for the PBD method is 67% while that for the HPBD method
at level 1 is 63%. For our proposed method, the SRCR is 38% with 400 sampling

Fig. 7. Simulation comparison for gravity of 0.98.

Fig. 8. Simulation comparison for gravity of 0.28.
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Table 1. Comparison of the SRCR among PBD, HPBD and our proposed method.

Methods PBD HPBD Sample-1 Sample-2

Level 1 67% 63% 38 46
Level 2 48% 29 34
Level 3 41% 26 26

Fig. 9. Stability of collision tests.

Fig. 10. Running into the collider with improvement.
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particles (Sample 1) and 46% with 200 sampling particles (Sample 2). The same
tendency can be seen at levels 2 and 3. These results indicate that the proposed method
has a higher SRCR. If we change gravity to 0.28 and increase the number of iterations
to 15, then the SRCR is 43% for the PBD method and 13% for the HPBD method, but
only 7% for our method.

The computation time was 97 ms for PBD, 34 ms for HPBD, and 45 ms for our
method.

Finally, the stability of the collision tests for five iterations and gravity set to 0.98 is
shown in Fig. 9. It can be seen that our method fixes the problem of running through
the collider, as seen in Fig. 10.

6 Conclusions

This paper proposed a hierarchical dynamic simulation method based on position. The
method samples from a distribution to hierarchically construct a multi-grid model, and
uses the voxelization algorithm to ensure the uniformity of each layer in the grid
distribution. The overall effect is more realistic and convergence is greatly accelerated,
thus avoiding the issue that local convergence acceleration is not uniform for different
grid states. The question remains as to how different samples affect the experimental
results, which is reflected in both the number of samples and the use of the sampling
algorithm.

Although our sampling method improves the quality of cloth simulation, different
sample sizes and reconstruction affect the convergence rate. This will be another topic
of our future work.
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Abstract. Point-in-spherical-polygon determination is widely required
in applications over the earth. However, existing methods for point-in-
polygon tests cannot be applied directly, due to non-Euclidean com-
putation over the spherical surface. Thus, it is general to transform a
spherical polygon into a planar polygon via projection, and then per-
form point-in-polygon tests. Unfortunately, this is expensive and may
cause determination errors. In this paper, we propose to subdivide the
spherical grid cells iteratively, and apply the ray-crossing method locally
in grid cells, which is by one of our previous works. As a result, this not
only avoids expensive transformation computation, but also guarantees
robust determination for point-in-spherical-polygon tests. Experimental
results attest our effectiveness, and show an acceleration of five orders of
magnitude over a popularly used method.

Keywords: Point-in-spherical-polygon test · Multilevel grid ·
Ray-crossing

1 Introduction

Applications over the earth have been increasing rapidly, e.g. space exploration,
mobile communication, and internet monitoring. Here, a fundamental operation
is determining whether a point is inside a spherical polygon, called as a point-
in-spherical-polygon test. As the concerned polygon over the earth generally has
many edges, and the query points are normally in a very large number, it is a
challenge to run fast point-in-spherical-polygon tests.

Though there have been a lot of methods for point-in-polygon tests on a
plane, they cannot be directly employed for point-in-spherical-polygon tests, due
to the non-Euclidean computation over the spherical surface. With regard to this,
it is commonly adopted to transform a spherical polygon to a planar polygon by
projecting it onto a plane through a certain projection, e.g. cylindrical projection,
and then perform point-in-polygon tests on the plane. Besides a high cost, such
a treatment unfortunately suffers from the distortion of transforming a curved
c© Springer International Publishing AG 2017
J. Chang et al. (Eds.): AniNex 2017, LNCS 10582, pp. 56–66, 2017.
https://doi.org/10.1007/978-3-319-69487-0_5



Fast and Robust Point-in-Spherical-Polygon Tests 57

spherical edge to a straight planar edge, which would cause determination errors
due to the precision problem.

Realizing that performing the analysis directly in the non-Euclidean spheri-
cal surface [1] can avoid the precision problem caused by projection, Bevis and
Chatelain [2] extended the traditional ray-crossing method to treat spherical
polygons. It is a popular robust method for point-in-spherical-polygon tests till
now [3,4]. It works by first specifying a point X inside the polygon, then connect-
ing the query point Q with X and counting the polygon edges that XQ intersects
with. If the counted number is even, this means Q is inside the polygon, other-
wise it is not. Similar to the planar ray-crossing method, this method needs to
check every edge of the spherical polygon. Moreover, it requires a considerable
amount of trigonometric calculations to determine whether two spherical line
segments intersect with each other, which is more costly than additions or mul-
tiplications. Therefore, though the method can avoid errors due to projection,
its testing speed is not fast. This also prevents it from applications, especially
those that need to process many points in real time.

Fig. 1. The workflow of our method for fast and robust point-in-spherical-polygon
tests.

In this paper, we address this challenge by presenting a fast point-in-
spherical-polygon test method with the distortion problem well solved. In our
method, we first build grid cells along longitudes and altitudes, and iteratively
subdivide the grid cells that contain polygonal edges until the edges in a grid
cell are in a smaller number than a set threshold value. Afterwards, with such
a constructed multilevel spherical grid, we adopt one of our previous works to
perform point-in-polygon tests [5] for query points. It is by predetermining the
inclusion property of the center points of the cells as a prior, and then apply-
ing the ray crossing method locally in the cell that contains the query point by
producing the line segment from the query point to the center point of the cell.
Since each cell contains not many edges, the method is very fast. For the details,
please refer to reference [5].

During the grid construction and point determination, one basic operation
is to judge whether two spherical line segments intersect with each other, which
is more difficult than the intersection test between two line segments on the
plane. Instead of solving the problem by projection or by calculating angles in
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the non-Euclidean space as done in existing works, we perform the test directly
in the three dimensional space. As we know, the smallest distance between two
points on the sphere surface is the smaller arc of the great circle passing through
these two points, the located plane of the circle contains the sphere center. The
edges of a polygon and the spherical line segments we generate to connect center
points and query points on the sphere surface are all on their corresponding great
circles. Thus, to determine whether a spherical line segment intersects with an
edge of the spherical polygon, we can calculate the relative positions of the two
vertices of the spherical line segment against the plane that contains the edge.
In this way, not only much computation can be saved, but also errors caused by
projection are avoided. Figure 1 shows the workflow of our method.

2 Our Algorithm

2.1 Conventions and Definitions

Before introducing our algorithm, we first clarify some definitions and conven-
tions. Following the definitions in [2], we first define the great circle as discussed
in Sect. 1. With any pair of points on a great circle, the circle is partitioned into
two arcs, where the shorter arc is called a minor arc and the longer arc a major
arc. Generally, an edge of a polygon on the sphere surface is a minor arc. For
simplicity, in the following description, an arc generally refers to a minor arc
without special explanation.

Suppose a spherical polygon S is composed of n points, P0, P1, ..., Pn−1

on the sphere surface, which are connected in a sequence to form n arcs
A0 = P0P1, A1 = P1P2, ..., An−1 = Pn−1P0, to be the edges of the spherical
polygon. For simplicity, we refer a polygon to a spherical polygon in the follow-
ing discussion.

Suppose S is viewed from outside the sphere and it does not contain holes.
We define the region on the left-hand side is inside the spherical polygon while
the region on the right-hand side is outside, when traveling along the polygon
edges in the anti-clockwise sequence. When S contains nested holes, we define
the holes at the odd levels of the hierarchy for the nested holes are oriented in
a clockwise direction, whereas the holes at the even levels are oriented in the
opposite direction (e.g. anti-clockwise direction). Under such conventions, the
definition of the inside/outside region of a polygon remains unchanged. For the
polygon in Fig. 1, P0P1P2 is the outer boundary of the polygon and P3P4P5 is
the boundary of a hole at the first level.

The location of a point P on the sphere surface is specified by its latitude
(λ) and longitude (φ), denoted by P (λ, φ), λ ∈ [−90◦, 90◦], φ ∈ [−180◦, 180◦].
The point-in-spherical-polygon test is defined as given a query point Q and a
polygon S on the sphere surface, determine if Q is inside S.

2.2 Constructing Multilevel Spherical Grids

In the spherical space, the longitude-latitude grid (called as grid in short) is the
most commonly used coordinate system. It uniformly partitions the lines of lon-
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gitude and latitude into segments and then generates regions by these segments.
Owing to the uniform property, indexing in a grid is straightforward and easy
to implement. However, for global applications, the distribution of polygons is
usually very uneven. Polygons with tiny edges (comparing to the sphere’s radius)
may distribute sparsely on the whole surface of the sphere. In such a case, a uni-
form grid may contain a large number of small cells, most of which are empty,
wasting too much storage. Therefore, we construct multilevel spherical grids.
That is, we first construct a global uniform longitude-latitude grid without a
high resolution to cover the whole sphere surface, and dispatch polygon edges
into its cells. Then, we subdivide the cells having too many polygon edges into
uniform sub-grids, which form the second-level grids. Such a subdivision process
is repeated iteratively until the edges in each grid cell are fewer than a set thresh-
old or the constructed levels reach a set value. As the cells to be subdivided are
only in the regions with many edges, there are many large cells to reduce the
number of cells and the storage requirement.

The resolutions for grids on each level are set as follows. According to our
observation, in global applications, spherical polygons usually have many short
edges and occupy small regions. So, it is better to construct a coarse grid for
the first-level grid and finer grids for other levels. Therefore, we give a fixed low
resolution for the first-level grid and calculate the resolutions for the sub-grids
at other levels by the number of edges they contain. Equation 1 lists the formula
for calculating the grid resolutions.
⎧
⎨

⎩

Mλ(i, j) = Rλ,Mφ(i, j) = Rφ i = 1, j = 1
Mλ(i, j) = lλ(i, j)

√
kN(i, j)/(lλ(i, j)lφ(i, j)) 1 < i ≤ MAXD, 1 ≤ j ≤ Mi

Mφ(i, j) = lφ(i, j)
√

kN(i, j)/(lλ(i, j)lφ(i, j))
(1)

In Eq. (1), (i, j) denotes the jth grid on the ith level, Mλ and Mφ are the
number of cells for the grid in the latitude direction and the longitude direction
respectively. lλ and lφ are the size of the grid in the latitude direction and the
longitude direction respectively, which is measured by the degree of latitude and
longitude. N is the number of edges in the grid. MAXD is the set maximum
level of the multilevel grids. Mi is the total number of grids at the ith level.
k is a coefficient. Rλ and Rφ are two empiric values. In our implementation,
MAXD, k,Rλ and Rφ are set to 4, 1.0, 10 and 20 respectively.

In dispatching an edge into grid cells, we first trace the edge and find the
cells crossed by the edge, which is by calculating the intersections of the edge
with the boundaries of grid cells sequentially along the edge, then record the
edge in all these crossed cells. Note that cares should be taken for the polygon
edge crossing the line at Longitude 180◦, because the value of longitude jumps at
the crossing point. In this case, we split the edge into two edges at the crossing
point and dispatch the two edges respectively.
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2.3 Predetermining Center Points of Grid Cells

After the multilevel grids are constructed, we determine the inclusion property
of all the center points in the grid cells. These predetermined center points will
be used as priors to promote the determination of query points. We start the
determination of center points from the first-level grid, and then process the
grids level by level until the grids at the deepest level are processed.

For each grid at each level, we take the similar measure as [5] to determine
the center points by using the ray-crossing method locally. That is, for two
neighboring center points, O1 and O2, we connect them with an arc segment.
If the inclusion property of O1 is known, the inclusion property of O2 can be
derived by counting the intersections between the arc segment and the polygon
edges in the cells crossed by the arc segment using the rules listed in Table 1.

Table 1. Rules of determining the inclusion property of a point by another center
point with known property.

Property of O1 Priority of the intersection count Property of O2

Inside Odd Outside

Inside Even Inside

Outside Odd Inside

Outside Even Outside

To determine all the center points, we connect center points one by one with
arc segments to form a traversal path, as illustrated in Fig. 2. When the first
center point on the path is determined, the following center points on the path
can be determined one by one with the counted intersections locally as described
above. Similar to [5], a singular case may appear that a center point overlaps
an edge or a vertex of the polygon. To this, we take the same measure as [5]
that just mark the center point as singular and continue to treat the next center
point on the path. Figure 2 shows this process.

Though the basic processing steps are similar to [5], there are two main differ-
ences when performing it on the sphere surface. The first one is for determining
the intersection between two line segments. Here, we need to calculate the inter-
section of two arc segments (one is an edge of the polygon, and the other is an
arc segment connecting two center points). The second is how to determine the
first center point on a traversal path. In the planar case, it can be determined by
finding a point outside the grid’s bounding box, which is sure to be outside the
polygon. However, this is infeasible for the first-level grid on the sphere surface
as the grid covers the whole sphere surface. For a grid on the other levels, it is
still sophisticated to find a point with known inclusion property outside the grid
because the region outside the grid may belong to the grids on other levels. For
these problems, we propose two solutions, as discussed below.
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Fig. 2. The process of determining center points of multilevel grids. Inside, outside and
singular center points are denoted by green, red and orange points respectively. Cells
marked by orange boundaries are the starting cells of the paths for determination.
(Color figure online)

To determine whether two arc segments intersect with each other, we make
use of the relative positions of the vertices of an arc segment against the plane
passing through the other arc segment and the sphere’s center. Specifically, sup-
pose AB and CD are two arc segments to be tested, O is the sphere’s center, γAB

is the plane passing through AB and O, and γCD is the plane passing through
CD and O, then AB intersects with CD if and only if A and B are on different
sides of γCD and C and D are on different sides of γAB , as showed in Fig. 3.

Note that in the determination, one arc segment is an edge of the polygon,
and the other is an arc segment connecting two center points. According to the
definition in Sect. 2.1, an arc segment refers to a part of a great circle. This
means the arc is on the plane of the great circle through the sphere’s center.
In the implementation, longitude and latitude are transformed to rectangular
coordinates and all the calculations are carried out in a rectangular coordinate
system. The relative position of a vertex against a plane can be obtained by the
normal of the plane. Taking the vertex C and the plane γAB as an example,
suppose OA, AB and AC are directed straight line segments and w = (OA ×
AB) · AC, then if w > 0, C is on the left side of γAB (or the arc segment AB),
similarly, if w < 0, C is on the right side of γAB (or the arc segment AB).

In [2], determining the intersection of arcs is handled directly on the sphere’s
surface by comparing the angles between arcs, which involves many trigonometric
functions. Comparing to this, the measure proposed here can save a large amount
of computation as only simple additions and multiplications are needed.

In determining the first center point on the traversal path for a grid, instead
of finding a point outside the grid, we determine it by the edges in the same
cell. As showed in Fig. 4, Oi is the center point of a non-empty cell Celli (i.e. it
contains edges). AB is an edge in Celli and C is the midpoint of AB. We generate
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Fig. 3. Determining the intersection of two arc segments directly in the three dimen-
sional space.

an arc segment by connecting Oi and C, and count the intersections between
OiC and the edges in the cell. Then we use the following rules to determine
the inclusion property of Oi: if Oi is on the left side of AB, then Oi is inside
the polygon when the counted number for intersections is even, otherwise it is
outside. Similarly, if Oi is on the right side of AB, then Oi is inside the polygon
when the counted number for intersections is odd, otherwise it is outside. In
Fig. 4, OiC does not intersect any edge and Oi is on the left side of AB, so Oi is
inside the polygon. The relative position of Oi to AB is calculated as described
above.

Fig. 4. Determining the inclusion property of the first center point on a traverse path

2.4 Point-in-Spherical-Polygon Test

With the constructed multilevel grids and the predetermined grid center points,
we determine a query point as follows. Firstly, we search for a non-singular grid
center point close to the query point in the multilevel grids. Specifically, we start
the search from the first-level grid. We first find the grid cell that the query point
falls in. If the cell’s center point is singular, we search other cells around the cell
gradually from near to far until a cell with non-singular center point is found. If
the cell is a leaf node (i.e. it is not subdivided), the search is finished. If the cell
is at a middle node, indicating that it is subdivided and has a sub-grid, we enter
the sub-grid and search for a cell which has a non-singular center point and near
the query point. Repeat such a searching process until a leaf node with a non-
singular center point is found. Then, an arc segment is generated by connecting
the cell’s center point and the query point. By counting the intersections of the
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arc segment with the edges in the cells crossed by the arc segment, the query
point can be determined by the same rule for predetermining center points, as
showed in Table 1.

Figure 5 shows an example. In the figure, Q falls in the cell bounded by orange
lines. As the cell has a sub-grid, we enter the sub-grid and search for the cell
that Q falls in. Thus, the cell bounded by purple lines is found. As the cell does
not have a sub-grid and it has a non-singular center point O, then O is selected
as the nearest non-singular center point to Q. So we connect Q with C by an
arc segment. As O is inside the polygon and QC dose not intersect any edge, it
is determined that Q is inside the polygon.

Fig. 5. Determining a query point locally with multilevel grids and predetermined
center points

3 Results and Discussion

To test the performance of our method, we performed tests on a laptop installed
with an Intel(R) Atom(TM) x7 1.6 GHz CPU, 4 GB RAM and Win10 operation
system. We made two sets of experiments, one for testing the time and storage
performance, and the other for testing the accuracy.

For the first set of experiments, we selected 7 spherical polygons with similar
shape, whose number of edges are in a range from 2,927 to 92,781. Figure 6 shows
one of them. For each polygon, we generated 1,000,000 query points randomly
distributed within the bounding box of the polygon. We tested the time and
storage cost for our new method. We also implemented the method of [2] for
comparison, which is still one of the popular solutions for point-in-spherical-
polygon tests. As described in Sects. 2 and 3, this method needs a large amount of
trigonometric calculation to determine the intersection of arcs, which is too slow
for testing 1,000,000 points. Because of this, we improved the method of [2] by
using our method proposed in Sect. 2 to determine the intersection between arc
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segments. As the method does not need auxiliary structure and preprocessing,
we only recorded its total time for determining all query points. Table 2 lists the
statistical results.

Fig. 6. The visualization of the test results against one of the tested polygons,
NorthAmerica7, where inside and outside points are colored in white and red respec-
tively. (Color figure online)

Results show that the storage of the new method increases linearly with the
number of edges. For the preprocessing time, it increases a bit faster than the
linear growth. As for the total time of determining the query points, it decreases
with the increase of the number of edges. This is because test polygons are
obtained by sampling one original data. When a polygon has more edges, the
edges tend to be shorter, which is in favor of decreasing the number of intersec-
tions because shorter edges are likely to overlap fewer cells. Comparing to the
improved method of [2], our method achieves an acceleration of about five orders
of magnitude, as given in Table 2. Though our method needs additional space
for storing grids and extra time for constructing grids, both the storage cost
and preprocessing time are within a reasonable range. Note that even includ-
ing the preprocessing time, our new method is still much faster, achieving an
acceleration of several magnitudes. Clearly, with these advantages, our method
is very suitable for fast determining many query points against large scale poly-
gons with many edges, which is an increasingly popular requirement in modern
global applications.

For the second set of experiments, we select a polygon, Antarctica, which
overlaps the South Pole, to test the determination accuracy of the new method.
As errors are more likely to appear near the boundary of a polygon, we generated
9,409 query points around the polygon’s boundary, which has 54 edges. For
each point, the distance from the point to the nearest edge is within 5% of the
average length of polygon edges. To compare with our method, we implemented
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Table 2. Performance comparison of our method against the improved method of [2]

Polygon Edge# St(KB)a Tp(s)b Tq(s)c Tq−SRC(s)d Acce.ratio1e Acce.ratio2f

NorthAmerica0 2, 927 244 0.068 0.96 2,652 2,762 2,579

NorthAmerica1 4, 909 425 0.12 0.88 4,381 4,977 4,380

NorthAmerica2 9, 253 831 0.23 0.71 8,318 11,714 8,848

NorthAmerica3 19, 637 1721 0.54 0.6 17,668 29,446 15,497

NorthAmerica4 32, 138 2750 0.94 0.54 28,953 53,616 19,562

NorthAmerica5 47, 982 4092 1.51 0.49 43,369 88,507 21,684

NorthAmerica6 70, 926 5947 2.49 0.45 63,883 141,961 21,728

NorthAmerica7 92, 781 7729 3.56 0.43 83,635 194,499 20,960
aSt: the storage required for the auxiliary structure by our method.
bTp: the preprocessing time of our method, which includes both the time for con-
structing the grids and the time for predetermining the center points.
cTq: the total time for determining all the query points by our method.
dTq−SRC : the total time for determining all the query points by the improved ray-
crossing method.
eAcce.ratio1: the acceleration ratios, computed as Acce.ratio1 = (Tq−SRC −Tq)/Tq.
fAcce.ratio2: the acceleration ratios, computed as Acce.ratio2 = (Tq−SRC − Tp −
Tq)/(Tp + Tq).

a projection-based method which is usually used in practice. It first projects a
polygon to a plane by azimuthal projection and then uses a planar ray-crossing
method.

When a spherical polygon is projected on the plane, the polygon edges will
become planar curves. So the planar polygon obtained by the projection is a
polygon with curved edges. To carry out ray-crossing method on the plane,
straight edges are generated by connecting the vertices of the planar polygon.
Therefore, if a query point’s projection falls in the region between a curved
edge and its corresponding straight edge, errors may appear, e.g., the point’s
projection is determined outside the polygon by the straight edge while in fact
it is inside the polygon.

Such errors caused by projection were verified by our results. Figure 7 shows
the polygon Antarctica and the query points after the azimuthal projection.
Figure 7(a) and (b) show the test results by the projection-based method and our
method respectively, where inside and outside points are marked by purple and
orange points respectively. The regions causing errors are illustrated in green.
By the enlarged views, it is clear that points falling in the problem regions
are mistakenly classified as outside the polygon. In contrast, all such points are
correctly determined by our method as showed by the enlarged view in Fig. 7(b).
This is because our method does not use projection which intrinsically avoids
such errors. Figure 7(c) shows the projection of mistakenly determined points
with the projection based method, which are illustrated by red points. With a
statistical investigation, about 15.6% of query points are judged incorrectly by
the projection-based method while all the query points are correctly determined
by our method.
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Fig. 7. Results of the accuracy test of the polygon “Antarctica”.

4 Conclusion

In summary, we present a fast and robust method for point-in-spherical-polygon
tests. By constructing multi-level grids and predetermining grid center points,
point-in-spherical-polygon test can be carried out rapidly with local operations.
Here, we develop a novel measure to fast determine whether two arc segments
are intersected with each other, through computing relative positions of points
against a plane. As a result, we can significantly promote point-in-spherical-
polygon tests. As shown by experimental results, our robustness and efficiency
are attested, and we can even obtain an acceleration of five orders of magnitude
over a popularly used method.
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Abstract. Virtual Reality technology has spread rapidly in recent years.
However, its growth risks ending soon due to the absence of quality con-
tent, except for few exceptions. We present an original framework that
allows artists to use 2D characters and animations in a 3D Virtual Real-
ity environment, in order to give an easier access to the production of
content for the platform. In traditional platforms, 2D animation repre-
sents a more economic and immediate alternative to 3D. The challenge in
adapting 2D characters to a 3D environment is to interpret the missing
depth information. A 2D character is actually flat, so there is not any
depth information, and every body part is at the same level of the oth-
ers. We exploit mesh interpolation, billboarding and parallax scrolling
to simulate the depth between each body segment of the character. We
have developed a prototype of the system, and extensive tests with a 2D
animation production show the effectiveness of our framework.

Keywords: Virtual Reality · Animation · 2D characters in 3D environ-
ment · Shape interpolation · Billboarding · Parallax scrolling

1 Introduction

In the last few years, the interest in Virtual Reality technology has greatly grown.
The increase in the graphical processing power has, in fact, allowed consumers
to get high-end experiences with a reasonable price. Despite the strong interest
towards this technology, the quality content is still very limited at the moment,
so the entire platform, at least for the entertainment industry, risks becoming
merely a gimmick or a tech demo [28].

In the recent years, indie games have spread widely and have become an
important reality in the video game industry [23]. Many of these games are
realized by very few people, or, in some cases, even by single individuals, such
as Braid [10] or Undertale [17]. Moreover, a large number of these games are
realized in 2D. In traditional platforms, in fact, 2D represents a more economic
and immediate alternative to the 3D animation, which is particularly diffuse in

c© Springer International Publishing AG 2017
J. Chang et al. (Eds.): AniNex 2017, LNCS 10582, pp. 69–85, 2017.
https://doi.org/10.1007/978-3-319-69487-0_6
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(a) (b) (c) (d)

Fig. 1. Two examples of 2D characters placed in a 3D environment using our frame-
work. (a), (b) Copyright c©, Esoteric Software. (c), (d) Copyright c©, Toot Enterprises
Limited.

video games, but it is becoming increasingly popular in animation as well. As
a matter of fact, while 2D animation requires as much skill as 3D animation, it
is still faster to produce, since it has a dimension less to take in account while
animating. The 2D asset production is also less expensive and faster to realize.

As Virtual Reality places the user in the center of a 3D environment, many
content creators that could bring quality products for the platform are stopped
by the cost of the production of a full 3D environment and characters. Using 2D
characters in VR would definitely reduce the production cost. However, there is
an important challenge to solve in order to use 2D character in a 3D environment.
2D characters and animations, in fact, do not have any depth information. When
they are inserted in a 3D context, without any revision, they would appear just
flat, and they would ruin the user’s immersion in the VR experience.

In this paper, we address this problem by presenting an original framework to
retarget 2D animation contents for Virtual Reality application. We combine two
classical computer graphics techniques – billboarding and parallax scrolling –
with a new shape interpolation method to simulate the depth in 2D characters
and animations, in order to exploit them in a 3D VR environment.

The problem we aim to solve with this paper could be considered as an
extension of the problem to make appear and interact 2D objects with a 3D
environment. Depending on the medium, this problem is solved in different ways.
For video games, for example, it is often used the previously cited billboarding,
which rotates the 2D elements in the environment towards the camera, in order
to not let the user see that they are actually 2D. This technique is used especially
with user interface, but also for effects, background elements – trees, clouds –
or characters. This happens, for example in the video game Mario Kart 64 [22],
where the characters are prerendered from 3D models, but in the actual game
they appear as 2D sprites. For what concerns films, it is easier to handle the
problem. The camera in a film is, in fact, controlled by the director and the
user will never have the chance to watch somewhere that has not been settled
by the director himself. Thus, inserting 2D elements is a straightforward task,
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usually performed by visual effects compositors. An example could be seen in the
film Who Framed Roger Rabbit [35], in which cartoon characters interact with
the real world. For traditional animation, letting the character interact with 3D
objects requires a similar procedure. With VR, it must be considered that a
user can watch in any direction at any time, and even slightly move inside a
predefined area, hence a traditional composite cannot be realized.

The rest of the paper is organized as follows: in Sect. 2 we present a brief
review of the related work; in Sect. 3 we give an exhaustive explanation of the
system, including a detailed description of the three technologies we combined
for our framework; in Sect. 4 we show and analyze the results we obtained with
the proposed system; in Sect. 5 we draw our conclusions and explain the future
works that could be done to improve the framework.

2 Related Work

Merging 2D and 3D. In this paper, we present a method that combines
together 2D characters in a 3D environment. In computer graphics there are
several subfields that attempt a similar task, or, more generally, merging 2D
and 3D elements. Due to the great amount of different subfields in this category,
we introduce in this section only the groups we believe are the most close and
relevant to our work.

One of these subfields is the hybrid animation [25], which combines 2D and 3D
animation media. There are several examples of 2D films that include 3D objects.
One of the most remarkable example is The Iron Giant [9], which features an
entire 3D character, the Iron Giant itself, in a 2D animated film. In 2002, in
the film Spirit: Stallion of the Cimarron [4], DreamWork Pictures revealed a
technology to use 3D characters while the camera is significantly far away from
them, to “take over” a 2D animation when the camera gets closer [15]. In the
same year, Walt Disney Pictures, in the film Treasure Planet [14], presents a
hybrid character, namely a 2D character with 3D components.

Sỳkora and colleagues [29] introduce a method to allow users to specify depth
inequalities in some sections of a 2D character, in order to generate a 2.5D pop-
up. This technique has different objectives, such as enhancing the perception of
depth in a 2D character, producing 3D-like shading or even stereoscopic images.
This method, however, produces several artefacts due to the incorrect estima-
tion of the contour thickness. Jain et al. [21] propose a technique for adding a
3D secondary motion – the motion of objects in response to the one from a pri-
mary character – to a 2D character exploiting physical effects. Usually this kind
of effects are hand-animated and they are particularly time-consuming. Their
method, however, integrates simulation methods to replicate cloth motion.

To generate 3D animation from 2D sketches is another technique which com-
bine 2D and 3D together. Similarly to the work presented in this paper, these
techniques have to solve a depth problem, although they have to infer the depth,
which is absent in the drawing, while we have to simulate it in order to display the
characters correctly in a 3D environment. Davis and colleagues [16] are the first
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to introduce a specific method to pose articulated figures with sketches. Their
tool requires as input a keyframe sequence sketched from the artist and the sys-
tem will reconstruct all the possible 3D poses that match the input sketch and
those have a valid ranking score, which is computed according to a set of heuris-
tics. The 3D poses are ordered by their ranking score, and users can select the
pose that is the closest to their idea. However, this method has a few problems,
such as the necessity of users to specify the template of the skeleton through a
configuration file and the manual annotation of the sketch. These problems are
addressed by Mao et al. [24], who present a tool in which users do not need to
manually specify the template of the skeleton any more; in fact, now they can
select one from a list categorised by gender, ethnicity and age. Then the user
draws the stick figure, by using the thickness of a connection between two joints
to express the depth of that body part. Jain et al. [20] propose a method to
recreate a hand-drawn animation in a 3D environment. The generated anima-
tion consists of a reconstruction of motion captured poses, which matches the
user’s animation, but does not exactly follow the animator’s drawing. The main
difference with the previous methods is that this method exploits a database to
reconstruct the animation.

More recent works in this subfield allow posing characters with very few
lines. Guay and colleagues [18], for instance, take the concept of the “line of
action”, a technique used in drawing to grant a dynamic look to a character,
and, while giving it a formal definition, they use it to pose a 3D character
with a single stroke. Hahn et al. [19] introduce an original concept: the sketch
abstraction. Fundamentally, it is a way to connect the character’s rigging to
the 2D input sketch. The abstraction is bounded to some points in the mesh.
Then, it establishes a correspondence between the abstraction and the input
sketch, which can be computed with a straightforward in-order correspondence
by considering the drawing direction, or by using the closest-point matching
between the two sets of points. The final posing is therefore retrieved by solving
an optimization problem. Barbieri et al. [7] propose a method to automatically
compute the sketch abstraction, thus removing a redundant task for users in the
previous method.

The final subfield of computer graphics related to our work we introduce
is the crowd simulation, which is the reproduction of the movement of a vast
number of character at the same time, typically in a 3D environment. One of the
techniques used to display this amount of entities is the image-based rendering.
Tecchia et al. [30] follow this approach, by using pre-generated impostors [27] –
textured polygons that face the camera and replace more complex objects –
rendered from different viewpoints. Depending on the position of the user, the
most appropriate impostor is displayed. This method has a downside of requiring
a huge amount of memory, as it requires a rendering of each character, from
different perspectives and multiple frames for each of them. Aubel et al. [5] solve
this problem by using dynamically generated impostors. In this way, no storage is
used for impostors that are not active in the scene. In addition to the movement
of the camera, for the generation of the images for the impostors they have to take
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in account the self-deformation too, as the characters are not static objects. They
solve the problem by updating the impostor only if the distance between some
pre-determined points in the character’s skeleton changes significantly. Yang
and colleagues [34] combine this two approaches by using both pre-generated
snapshots and synthesized new ones dynamically. To produce the new images,
they use segments of the pre-generated one, thus avoiding the rendering of the
geometric model multiple times.

2D Shape Interpolation. The interpolation of planar shapes is a well-known
problem in computer graphics and there exist many approaches in literature
which address this problem. Besides offering an exhaustive review of the most
relevant classical methods of mesh morphing, Alexa [2] provides a comprehensive
explanation of the terminology and mathematical background required for the
proper understanding of the problem.

The As-Rigid-As-Possible (ARAP) technique [3] aims to generate rigidity-
preserving interpolations. By blending the interior of the shape rather than
the boundaries, it creates locally least-distorting in-between shapes. It linearly
blends the rotation and scaling components of the transformation for each pair
of triangles from the source and target shapes, to consequently reconstruct the
shape sequence. Despite this method offers a better control on local distortions
compared to classic methods, it also produces artefacts if the source and target
shapes present a large-scale deformation. To solve this problem, Choi et al. [13]
and Baster et al. [8] used a different procedure to choose the rotation angles and
thus guarantee coherence between adjacent triangles.

Xu et al. [33] related the rigid interpolation to the Poisson problem, thus
offering a formal mathematical definition to the problem. However, this method
is almost identical to [3]. The main difference is the weighting, which allows the
result not to depend significantly on the tessellation of the mesh. Nonetheless,
this method undergoes the same problem of [3], presenting distorted results
whether large rotations are applied.

Weber and Gotsman [32] presented a method to produce smooth conformal
mappings by blending the angular factor – the local orientation change induced
by the mapping – on the shape’s boundary. Chen et al. [11] extended their
method by supporting the wider class of quasi-conformal mappings, in order to
provide interpolations with a bounded amount of conformal distortion. Chien
et al. [12] improved [11] by presenting an algorithm two orders of magnitude
faster. Moreover, the method from Chien et al. is meshless, thus provides results
with increased smoothness.

3 2D Characters in a 3D Environment

The proposed framework allows users to repurpose 2D characters and animations
in a 3D, VR environment. Our system simulates the depth between the different
body parts of the characters by moving them in the scene according to the
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Fig. 2. The input of the system. Every character is split up into different body parts,
as on the left(Copyright c©, Esoteric Software), and it is provided drawn from eight
different perspectives, as on the right (Copyright c©, Magic Mall, Cloth Cat Anima-
tion).

position of the viewer. It exploits 3 different techniques: billboarding [1], parallax
scrolling [6] and 2D shape interpolation [12]. As shown in Fig. 2, the system
requires as input a character split in different body parts. Moreover, each body
part has to be provided drawn from eight different perspectives.

The body parts are placed all on the same plane P, the billboard, which will
be rotated constantly facing the user. To determine the rotation matrix of the bill-
board which rotates around the y-axis, and with the viewer looking towards the
negative z -axis, we first compute the eye vector from the model view matrix M :

�Veye = M−1

⎛
⎜⎜⎝

0
0

−1
0

⎞
⎟⎟⎠.

The rotation θ about the y-axis is then computed as:

cosθ = �Veye · �Vfront,

sinθ = �Veye · �Vright,

where

�Vfront =
(
0, 0, 1

)
,

�Vright =
(
1, 0, 0

)
.
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The rotation matrix R around the y-axis:

R =

⎡
⎣

cosθ 0 sinθ
0 1 0

−sinθ 0 cosθ

⎤
⎦ (1)

is then concatenated to the M matrix. The matrix MR is therefore used to
transform the billboard geometry. Figure 3 shows an example of billboarding. A
similar operation is used to rotate the billboard around the x -axis too, however
the rotation is attenuated by an arbitrary value ξ.

Fig. 3. This example shows how the billboarding works. B1, B2 and B3 are the bill-
boards, which always face the camera.

On the billboard, the body parts move according to the movement of the user
and to the parallax scrolling. When the viewer turns around the character, the
body components in the closest half of the character’s body move in the viewer’s
opposite direction, while the ones in the farthest half move in the same direction.
The central part, such as the torso, however, does not move at all, except for the
rotation due to the billboarding. Furthermore, according to parallax scrolling,
the closest parts move faster. The reversed movement of the farthest component
is explained by the negative speed of their movement, as they move slower than
the closest parts. A layer λ is assigned to each body part of the character that
should move when the camera is rotated. λ represents the proximity of the body
part with the user; a higher λ corresponds to a body part that is closer to the
user. The torso’s λ is 0, so it will not move. For the closest parts, it will be
positive, while negative for the farthest ones. When the camera is moved by a
translation Tcamera, the body parts will simply be moved by:

Tbodypart =
Tcamera · λ

ζ
, (2)

where ζ is a balancing parameter.
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λ is computed automatically by the system. When the user provides the
character, it is analyzed from 4 perspectives: front, left, right and rear. Based
on the position of each component from each perspective, it will be assigned a
different λ. We use the left and right perspective to compute the front and rear λ
values, and vice versa. For each view point, the starting point λ = 0 is placed in
the middle point, but it could be replaced by the user. The others λ are assigned
on the opposite direction of the z -axis for the left and right perspectives, or the
x -axis for the front and rear ones, at regular intervals. However, for the rear
and left perspective, the signs of these values are changed. Figure 4 shows an
example of this process just on the head of the character. In the figure, the
λ = 0 position has been changed. The other values are then assigned in the
opposite direction of the z -axis, so the eyes and the mouth will be assigned a
λ value of 1, while the chignon is assigned the value of −2. These values are
used when the user is watching the character from a front perspective. In the
rear perspective, the same values are used, but with the opposite sign. For the
intermediate perspectives, front right, front left, rear right and rear left, we use
the same λ values of the left and right ones.

Fig. 4. An example of how the λ value is assigned to each component. In this example
the left side of the character’s head is taken into account. The reported values are not
assigned to the body parts on the left side, but on the front one, and on the rear one
with opposite sign.

As long as the user does not move significantly around the character, the
shape interpolation is not applied. When the user surpasses a certain thresh-
old, the perspective changes, and the interpolation is employed to change the
appearance of each body part. Figure 5 shows the different perspective angles
and the thresholds.

The 2D shape interpolation is employed to produce a smooth transition dur-
ing the change of perspective when the user turns around the character. Without
it, the body parts would just sharply change shape whenever the user surpasses
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Fig. 5. The character from the top. The arrow is the viewing direction of the character.
The red lines mark the points in which the perspective of the character changes. The
dashed lines indicate the threshold for the interpolation. (Color figure online)

a certain angle. We divide the surface of the body part into two sections. The
joint part – jp – is the section that appears in both the source and target sur-
faces. The rest is the margin. We define as appearing margin – am – the one
in the target mesh, while as disappearing margin – dm – the one in the source.
We highlight, however, that the difference between appearing and disappearing
margin is based only on the walking direction of the user. Thus, they are not
fixed as appearing or disappearing. The user is required to manually identify the
joint part and the margin part of the mesh. Figure 6 shows an example of these
sections.

(a) (b)

Fig. 6. The same body part from two different perspectives. The red section of these
two body parts is the joint part. The blue parts are the margins (Copyright c©, Magic
Mall, Cloth Cat Animation). (Color figure online)
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Fig. 7. In this example, the camera is between the two thresholds, and the angle a is
computed for the correct interpolation.

The interpolation is applied only if the user is between the two thresholds.
We define the interpolation as it, where t ∈ [0, 1], t = 0 at the starting threshold
and t = 1 at the ending threshold. Depending on the position of the user, a
certain it is computed and shown.

Let us define a as the angle between the character viewing direction and
the vector from the character’s position to the user’s position, as illustrated by
Fig. 7, t is simply computed from a and the two thresholds:

t :=
a − t1
t2 − t1

, (3)

where t1 and t2 are the angles of the first and second thresholds respectively.
Each interpolation it is a composition of two distinct operations. For what

concerns the joint part of the shape, a classic shape interpolation method is
applied. As we mentioned in Sect. 2, the 2D shape interpolation is particularly
studied in computer graphics. There are several methods that solve this prob-
lem. For our system, we chose to rely on Bounded Distortion Harmonic (BDH)
Shape Interpolation [12]. This method produce “provably good”[26] harmonic
mappings – they are smooth, locally injective and have bounded conformal iso-
metric distortion – such that its geometric distortion is bounded by the input
mapping’s one. Moreover, this method does not employ mathematical optimiza-
tion. As our system requires to compute the interpolation for each body part of
each character every time the user moves significantly in the scene, the parallel
capability of this method makes it the most appropriate for our framework.

BDH shape interpolation allows us to obtain an interpolating function
f : [0, 1] × Ω → R

2 from two input locally injective sense-preserving harmonic
mappings f0, f1 : Ω → R

2. The idea of the method is to interpolate the Jacobian
Jf and then to integrate it to retrieve an interpolation. By identifying R

2 with
C and using the complex notation z = x + iy, they define a planar harmonic
mapping as mapping f : Ω → C where f(x + iy) = u(x, y) + iv(x, y) and the
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components u and v are harmonic. On a simply-connected domain Ω, any har-
monic planar mapping f can be written as the sum of a holomorphic and an
anti-holomorphic function:

f(z) = Φ(z) + Ψ(z). (4)

For such mapping, fz = Φ′ is holomorphic and fz̄ = Ψ′ is anti-holomorphic.
This decomposition allows them to interpolate the similarity and anti-

similarity parts of Jf independently by interpolating fz and fz̄, as they are
holomorphic and anti-holomorphic respectively. Thus, they obtain Φ and Ψ,
the holomorphic and anti-holomorphic components of the interpolated mapping.
These two components are defined by the Cauchy complex barycentric coordi-
nates [31]:

Φ(z) =
n∑

j=1

Cj(z)φj , Ψ(z) =
n∑

j=1

Cj(z)ψj . (5)

To compute fz, Chien et al. [12] introduce a formula for f t
z to linearly inter-

polate the angle of the closest rotation transformation by linearly interpolating
the arguments of f0

z and f1
z . This can be obtained by linearly interpolating the

logarithms of f0
z and f1

z , as expressed by this formula:

f t
z = (f0

z )1−t(f1
z )t. (6)

The following manipulation shows that these logarithms are linearly interpo-
lated:

f t
z = exp

(
(1 − t) log f0

z

)
· exp

(
t log f1

z

)

= exp
(
(1 − t) log f0

z + t log f1
z

)

= |f0
z |1−t · |f1

z |t · exp
(
i · (1 − t) arg(f0

z ) + t arg(f1
z )

)
.

f t
z is essentially a holomorphic interpolation which linearly interpolates the argu-

ment. As such, it has to interpolate f0
z and f1

z so that the scaling constant is
fixed.

For what concerns the anti-holomorphic part fz̄, Chien et al. introduce two
different methods. Here we are going to discuss only the method we used for
our framework. To compute fz̄ cannot be used the logarithmic interpolation, as
f1
z̄ and f1

z̄ are typically 0 at points in Ω, and a logarithm for them cannot be
defined.

A new quantity is introduced: η = gzgz = μ|gz|2, which is anti-holomorphic
and where g is a planar mapping. This quantity is linearly interpolated by the
following formula:

ηt = (1 − t)η0 + tη1, (7)
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Chien et al. also introduce a scaling function ρ : [0, 1] → (0, 1] such that ρ(0) =
ρ(1) = 1, in order to check the geometric distortion bounds for each time t and
scale η accordingly by preserving the bounds. We then obtain:

f t
z̄ =

ρ(t)ηt

f t
z

. (8)

Together, Eqs. 6 and 8 give us the formulae to compute f t
z and f t

z̄, which,
integrated, allow us to obtain the interpolated mappings.

For what concerns the margins, let us consider the plane P on which lay the
mesh of each body part. We already mentioned that the mesh is split in two
different parts: the joint part and the margin. Let us indicate the width of the
margin as mwidth. For an interpolation it, we cut the plane P along the y-axis at
x = mwidth · t. If the margin is an appearing margin, the vertices on the closest
part of the margin to the joint part will be added to the mesh. Instead, if it is
a disappearing margin, the vertices on the farthest part of the margin to the
joint part will be removed from the mesh. Whether these two parts are on the
left or right part of the margin, it depends on the walking direction of the user.
Algorithm 1 summarizes this procedure, which is shown in Fig. 8.

(a) (b)

Fig. 8. An example of the interpolation of the margins at t = 0.5. The two different
perspectives are those in Fig. 6. While the central part is the result of the deformation
of the BDH interpolation, an intermediate state between the origin and target transfor-
mations, the other two sections, marked by the red and blue boxes, are the margins. As
in this example we are considering t = 0.5, those sections are cut by half (Copyright
c©, Magic Mall, Cloth Cat Animation). (Color figure online)
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The parallax scrolling works on a higher level. In fact, while the interpolation
operates distinctly for each body part, and only if the user is between two thresh-
olds, the parallax scrolling constantly moves all the body parts of the character.
To each body part, as the user moves in the scene, is applied the translation in
Eq. 2.

As the character is a 2D figure, it lies on a 2D plane. The transformations
applied by both the parallax scrolling and the shape interpolation do not add a
third dimension to the mesh’s vertices. Thus, the billboarding is just applied to
the character’s plane, and not individually to each component.

The whole procedure is performed every time the user moves, although the
interpolation is executed only if the user is in particular positions, specifically
between two thresholds. Algorithm 2 outlines the entire operation.

(a) (b) (c) (d)

(e) (f ) (g) (h)

Fig. 9. An example of the interpolation process. In (a) and (b), the red sections are
the joint parts, while the blue ones are the margins. (c) shows the interpolated joint
part merged with the two margins, while in (d) the margins are cut and it shows the
final interpolation at t = 0.65. It must be noticed that the deformation is on the mesh,
not on the texture, which is just applied on it. In the second row, in (e), (f ), (g) and
(h), the deformation process on the meshes is shown (Copyright c©, Magic Mall, Cloth
Cat Animation). (Color figure online)
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Algorithm 1. Body part interpolation
1: procedure InterpolateBodyPart(bodypart, angle)
2: t ← (angle − t1)/(t2 − t1)
3: bodypartjp ← BDH(bodypart, t)
4: split margin at xcut ← mwidth·t
5: if margin is am then � in case of an appearing margin
6: add to mesh vertices in the closest part of the margin to jp
7: else � in case of a disappearing margin
8: remove from mesh vertices in the farthest part of the margin to jp
9: end if

10: add vertices to mesh from the area bodypartam · t
11: remove vertices from mesh from the area bodypartdm · t
12: end procedure

Algorithm 2. User’s movement handler
1: procedure OnUserMovement
2: �u := vector between character’s position and user’s position
3: �v := character’s viewing direction
4: angle ← arccos(�u · �v)
5: for all bodypart ∈ character do
6: if t1 ≤ angle ≤ t2 then
7: InterpolateBodyPart(bodypart, angle)
8: end if
9: bodypartposition+ = (usertranslation · λ)/ζ

10: end for
11: rotate the character’s plane around its central position towards the camera
12: end procedure

4 Results

In this section we discuss the experimental results we obtained while testing the
proposed system with a 2D animation pipeline.

Figure 1(a) and (b), as well as Fig. 10, show how the different body parts move
at the same time of a user, because of the parallax scrolling. The boy in Fig. 1 has
the right arm and leg, as well as an eye and the mouth, in a front layer, hence the λ
in the Eq. 2 is positive. The left arm and leg, instead, has a negative λ, as they are
in the hindermost part of the character. In the end, the λ value for the torso and
the head is 0. In the example in Fig. 1 the user is moving around the character in
a counterclockwise sense – i.e. from the left to the right – therefore the body parts
with positive λ are moving from the right to the left, in the opposite direction,
while the ones in the rear side move in the same direction as the user. Moreover,
as the forearm is closer to the user compared to the upper arm, it has a greater λ,
therefore, it is moved more on the left.

Figure 9 shows instead an example of the interpolation of a body part between
two different perspectives. Figure 9(a), the source, and Fig. 9(b), the target, show
the body parts from which the interpolation is computed. These two images
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(a) (b) (c)

Fig. 10. A complete example of our system. (a) shows the character from the front-right
perspective, while in (b), it is in the middle of the transaction between that state and the
front. Lastly, (c) shows the character from the front (Copyright c©, Magic Mall, Cloth
Cat Animation).

represent the same body part, but from two different perspectives. In the two
figures are also highlighted the joint part, in red, and the margins, in blue.
In Fig. 9(c), the shared part is interpolated using BDH shape interpolation,
and the two margins are added to the body part. In the figure, the appearing
margin is surrounded by the red box, while the disappearing margin by blue
box. The dashed lines mark the section of the margins that will be removed.
In this particular example, t = 0.65. Figure 9(d) represents the final result of
the computation. It can be noticed that there is some residue in the appearing
margin, to the left of the dashed line. That is because that section of the hair is
part of the joint section, thus it is not removed.

In the end, Fig. 10 show a complete transaction of the camera from the front-
right perspective to the front one. It can be noticed in Fig. 10(b), in particular
on the torso and the head, the interpolation of the two states. It can be also
noticed the parallax scrolling on the arms and the legs.

Our tool is implemented as a Unity3D native plug-in. This allowed us to use
Nvidia’s CUDA to parallelize on the GPU as many operations as possible, in
particular the interpolation.

5 Conclusion

In this paper we presented an original tool for repurposing 2D characters and
animations for a 3D VR environment. This method relies on three different tech-
nologies, the billboarding, the parallax scrolling and the 2D shape interpolation,
which are combined together as illustrated by algorithm2. This novel approach
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to content creation for VR represents a valid alternative to classic 3D charac-
ters, by offering a more economic and faster way to produce products for the
platform.

Although the system produces good results, we are aware of few limitations
that affect it. For instance, at the moment the identification of the joint part and
the margins of each body part must be manually set by users. Moreover, as the
system is focused on repurposing of 2D characters, the other objects in the scene
are 3D. There are two ways to handle the interaction of the 2D character with the
scene. The first solution is to extend the system to make it work with every kind
of objects; the second one is to use the 3D surroundings and to study a way to
make them interact with the 2D character in a plausible way. Ultimately, it would
be interesting to make a comparison with other 2D mesh interpolation methods.
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Abstract. We propose an effective and efficient way to automatically
predict clothes size for users to buy clothes online. We take human height
and dressed-human silhouettes in front and side views as input, and esti-
mate 3D body sizes with a data-driven method. We adopt 20 body sizes
which are closely related to clothes size, and use such 3D body sizes to
get clothes size by searching corresponding size chart. Previous image-
based methods need to calibrate camera to estimate 3D information from
2D images, because the same person has different appearances of silhou-
ettes (e.g. size and shape) when the camera configuration (intrinsic and
extrinsic parameters) is different. Our method avoids camera calibra-
tion, which is much more convenient. We set up our virtual camera and
train the relationship between human height and silhouette size under
this camera configuration. After estimating silhouette size, we regress
the positions of 2D body landmarks. We define 2D body sizes as the
distances between corresponding 2D body landmarks. Finally, we learn
the relationship between 2D body sizes and 3D body sizes. The training
samples for each regression process come from a database of 3D naked
and dressed bodies created by previous work. We evaluate the whole
procedure and each process of our framework. We also compare the per-
formance with several regression models. The total time-consumption for
clothes size prediction is less than 0.1 s and the average estimation error
of body sizes is 0.824 cm, which can satisfy the tolerance for customers
to shop clothes online.

Keywords: Clothes size prediction · Body size estimation · Regression
methods

1 Introduction

Suitable clothes size plays a vital role in successful transactions of shopping
clothes online. However, it is not easy for customers to achieve fitness when they
buy clothes online. On one hand, customers need to possess professional skills to
measure themselves with a special tool like a tape in a relatively private space.
On the other hand, customers have to check the size charts of items because of
c© Springer International Publishing AG 2017
J. Chang et al. (Eds.): AniNex 2017, LNCS 10582, pp. 86–98, 2017.
https://doi.org/10.1007/978-3-319-69487-0_7
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various size standards for different countries and different clothes brands. In a
word, the techniques for automatic clothes size suggestion are in demand. We
adopt 20 body sizes (Fig. 2(b)) which are related to clothes size, including length
information and girth information of 3D bodies. Given such 20 body sizes, clothes
size can be obtained by searching corresponding size chart. Therefore, we put
emphasis on the automatic estimation of 3D body sizes.

Images contain valuable information and are quite convenient to get, so we
devote ourselves to automatic image-based methods. Generally speaking, there
are two ways to predict body sizes using images. One way is to measure 3D body
shapes which are reconstructed from images, while another way is to utilize body
landmarks which are extracted from images.

Image-based human body reconstruction has attracted lots of researchers.
Some researchers learn the relationship between 2D positions in image and cor-
responding depth information using a database of 3D bodies. Some investigators
train a parametric human body model with a body database and use images
as constraints to deform a template mesh. Some methods integrate both ideas
illustrated above for body reconstruction. They firstly estimate rough bodies
according to the appearances of silhouettes using machine learning methods.
Then the bodies are refined geometrically to satisfy the body contours of silhou-
ettes. Body sizes are acquired by measuring 3D bodies reconstructed with these
methods.

A few works firstly detect landmarks from body contours and then predict
body sizes using body landmarks. Various ways have been tried to detect land-
marks positions, which are introduced in Sect. 2.1, but they have their limi-
tations. Manual label requires a professional sense of landmarks locations and
costs time and energy. Corner points detection restricts landmarks to be cor-
ner points and is very sensitive to the quality of silhouettes. Some researchers
extract landmarks using Iterative Closest Point (ICP) for 2D curves which is
time-consuming. Song et al. [1] adopt a 3D landmarks regression method which
is very efficient and not sensitive to body contour appearances for using global
information. However, they need camera calibration for regressing 3D landmarks
from 2D silhouettes. Usually, machine learning methods are used to predict 3D
body sizes from body landmarks.

Similar to the 3D landmarks regression method [1], we regress 2D landmarks
from silhouettes. However, we do not calibrate camera but require height as
input, which is much easier to get. Camera configuration (intrinsic and extrinsic
parameters) has an influence on the size and shape of the human silhouette. The
shape of the silhouette is affected little when the camera points to the center
of human body at a relatively far distance in orthogonal view. The size of the
silhouette is estimated using height under a fixed camera configuration. Then we
regress the positions of 2D landmarks from resized silhouettes. Different from [1],
we do not reconstruct 3D human body but learn body sizes using 2D landmarks.
We introduce the framework and main processes of our method in Sect. 3 and
evaluate them in Sect. 4.
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For the specific task of body sizes estimation, the advantages of our method
are summarized as: (a) automatic, (b) efficient (the total time-consumption is
within 0.1 s), (c) effective (the average error is 0.824 cm) and (d) free of camera
calibration. Previous methods can only satisfy part of the advantages stressed
above. Additionally, our method is easy to be integrated into clothes shopping
websites.

2 Related Work

2.1 Landmarks Detection Methods

Zhu et al. [2] manually label the positions of 2D landmarks. Lin and Wang [3]
represent the front and side silhouettes with chain code 1 and detect corner points
at 90-degree angles. They define body landmarks as some of these corner points
with their criterions. Nguyen [4] define landmarks locations at a template body
contour and detect landmarks for other body contours using Iterative Closest
Point (ICP) for 2D curves. Cheng et al. [5] detect 2D body landmarks from a
depth image of minimally-dressed people with a boosting tree regression method.
Similar to [5], Song et al. [1] regress 3D landmarks from the front and side
silhouettes of normally-dressed people. They design different feature descriptors
for regression. They are inspired by the methods applied to human face such as
face alignment [6–8] and face recognition [9].

2.2 Regression Methods

Regression is a statistical process for estimating the relationship among variables.
For our tasks, we have tried linear and non-linear regression models and compare
their results. Linear regression models are often fitted using the least squares
approach, but they may also be fitted in other ways. Ridge regression [10] adds
an L2-norm regularization to the linear least squares function. They are generally
used when multicollinearity is present or when overfitting is a problem. Random
forest [11] regression fits a number of classifying decision trees on various sub-
samples of the dataset and use averaging to improve the predictive accuracy
and control over-fitting. Gradient boosting regression [12] produces a prediction
model in the form of an ensemble of weak prediction models, typically decision
trees. Like other boosting methods, gradient boosting combines weak regressors
into a strong one in an iterative manner. The successor regressor learns to correct
its predecessor by reducing the residual. Support vector machine [13] (SVM) is
used for classification and regression. In addition to linear classification, SVM can
efficiently perform non-linear classification using kernel trick [14] by implicitly
mapping their inputs into high-dimensional feature spaces.

1 https://en.wikipedia.org/wiki/Chain code.

https://en.wikipedia.org/wiki/Chain_code
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2.3 Image-Based 3D Human Body Reconstruction

Chen and Cipolla [15] reconstruct 3D models from a single view by learning the
relationship between 2D positions in an image and their corresponding depth
information. They firstly use a template shape to encode the 2D positions in an
image and corresponding depth information for 3D bodies in the database. Then
they perform Principal Component Analysis (PCA) to reduce the dimension of
2D positions and depth information. Finally, they trained the Gaussian Process
Latent Variable Model (GPLVM) from the combinational inputs of both 2D
positions and depth information. Balan et al. [17] estimate 3D body shapes
from dressed-human silhouettes in 4 views by optimizing a parametric human
model (SCAPE [16]). They calibrate cameras for 4 views and set higher weight
for exposed-skin parts. They optimize the body model through minimizing the
pixels differences between silhouettes and projections of target mesh in 4 views.
Boisvert et al. [18] reconstruct 3D human shape from front and side silhouettes
by integrating both geometric and statistical priors. Firstly, they train a non-
liner function connecting silhouettes appearances and body shapes to make a
first approximation. Secondly, with body contours as constraints, body shapes
are globally deformed along the principal directions of body database. Finally,
they deform body shapes locally to ensure more fitness to input silhouettes.

3 Method

We take a pair of dressed-human silhouettes (front and side) and human height
as input and get clothes sizes as output. We propose a data-driven method
to efficiently estimate body sizes from dressed-human silhouettes. With body
sizes in hand, we obtain clothes sizes by searching the size chart. Figure 1 shows
the overview of our method which contains 4 processes. We use a database [1]
of 3D naked and dressed bodies to learn: (a) the relationship between height
and silhouette size under our virtual camera configuration; (b) the relationship
between dressed-human silhouette and 2D body landmarks and (c) the relation-
ship between 2D body sizes and 3D body sizes. The training data is introduced
in Sect. 3.1 and the main processes are illustrated in the following sections.

3.1 Training Data Preparation

We use the training database constructed by previous work [1]. The training
database has 1081 × 5 pairs of 3D naked and dressed bodies in total. The 3D
naked bodies are synthesized from real bodies with a standard pose in MPI
database [19]. The corresponding dressed bodies are acquired by dressing naked
bodies with physically based cloth simulation. We get dressed-human silhouettes
by projecting 3D dressed bodies in front and side views under our virtual camera
configuration. The landmarks of 3D naked bodies are projected to 2D landmarks.
3D body sizes are computed by measuring 3D naked bodies in the database. In
summary, our training data contains 3D body sizes, 2D landmarks and dressed-
human silhouettes.
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Fig. 1. Overview . We compute the bounding box of human contour in input silhouette
and calculate the ratio BBH/BBW (i.e. the height of the bounding box divides the
width of the bounding box). According to BBH/BBW and height information, we
estimate BBH under our virtual camera configuration and resize silhouette. For both
front and side silhouette, we regress the positions of 2D landmarks. 3D body sizes
are estimated using corresponding 2D landmarks distances. Finally, clothes sizes are
obtained through searching the size chart. We use a database of 3D naked and dressed
bodies to construct training samples.

3.2 Silhouette Size Estimation

Camera configuration (intrinsic and extrinsic parameters) has an effect on the
size and shape of the human silhouette. Therefore, most image-based methods
[1,17] need camera calibration to recover 3D information from the silhouette.
However, when the camera points approximately to the center of human, the
direction of camera view is orthogonal to human plane and the distance between
camera and human is relatively far, perspective projection has little effects on the
shape of body contour. We set our virtual camera configuration and restrict the
input of our method to satisfy these three conditions. We use height information
as a clue to estimate the silhouette size under our virtual camera configuration.

We suppose a linear relationship between human height and silhouette size,
and use training data to learn the relationship. The bounding box of body con-
tour is computed, and we calculate the height of the bounding box (abbr. BBH)
and the width of the bounding box (abbr. BBW ). We also compute the height
information of bodies in the training database. For silhouettes in the training
database, we have their BBH and BBW values and compute the ratio between
them (BBH-BBW- Ratio, abbr. HWR). Then we train a linear model (Ridge
Regression [10]) with training samples whose data are (height, HWR) and labels
are BBH. We also tried several other models to fit the training data and compare
their results in Sect. 4.2.
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3.3 2D Landmarks Regression

The locations of body landmarks we use are shown in Fig. 2 (a), which are related
to the body size measurements. We estimate the positions of 2D landmarks for
both front and side silhouettes using a regression method similar to [1].

Song et al. [1] regress 3D landmarks using a pair of silhouettes (front and
side) with a boosting tree regression method. They construct training samples
as front and side silhouettes, initial and target 3D landmarks, and learn the rela-
tionship between the appearance of silhouettes and 3D landmarks movements.
They define the feature descriptor as the displacement from projected 2D land-
marks and their nearest contour points. For projecting landmarks, they need to
calibrate the camera.

We train two separate models for both front silhouette and side silhouette.
Our training samples consist of front or side silhouette, initial and target 2D
landmarks. We adopt the same boosting tree regression method to estimate 2D
landmarks from the silhouettes. For more details of the regression method, please
refer to Sect. 6 of [1].

Fig. 2. Landmarks and body sizes. (a): the locations of 63 landmarks. Landmarks
1-39 are used for front silhouettes while landmarks 40-63 are designed for side silhou-
ettes. (b): 20 body sizes. 10 of them are length information and the others are girth
information of body.

3.4 Body Sizes Estimation

We use the measurements which are closely related to clothes size as our 3D body
sizes (Fig. 2(b)), and estimate 3D body sizes from 2D landmarks. We first obtain
2D body sizes by computing the distances between related 2D landmarks. The
correspondences between 2D body sizes and 2D landmarks are shown in table 1.
Then we predict 3D body sizes using 2D body sizes with a linear regression
model.
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Table 1. The related landmarks for 2D body sizes

Size no Related landmarks no Size no Related landmarks no

1 (1,38), (43, 63) 11 (1, 2), (37, 38)

2 (7, 32), (44, 62) 12 (1, 8), (31,38)

3 (8, 31), (45, 61) 13 (8, 10), (29, 31)

4 (10, 29), (47, 59) 14 (10, 13), (26, 29)

5 (12, 19), (20, 27), (49, 57) 15 (13, 15), (24, 26)

6 (14, 17), (22, 25), (51, 55) 16 (16, 39), (23, 39)

7 (15, 16), (23, 24) 17 (8, 39), (31, 39)

8 (2, 7), (32, 37) 18 (2, 3), (36, 37)

9 (3, 6), (33, 36) 19 (3, 4), (35, 36)

10 (4, 5), (34, 35) 20 (41, 54)

Fig. 3. Girth calculation . (a): related vertices for girth information. The related
vertices are marked with pink color. (b): Two examples of girth calculation. Firstly,
the related 3D vertices are projected to a plane. Then, we compute the convex-hull
of 2D projected points. Girth information is the circumference of the convex-hull.
(Color figure online)

2D distances (unit: pixel) between related 2D landmarks are computed as 2D
body sizes. Our 3D body sizes are classified into length information and girth
information. Length information is acquired by computing 3D distances between
related 3D landmarks. The correspondences between length values and related
3D landmarks are similar to 2D situation (table 1). Each girth information of
body is related to a group of vertices which are marked with pink color in Fig. 3
(a). These 3D vertices are projected to a plane and we compute the convex-hull
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of 2D projected points. We define the girth value as the circumference of the
convex-hull. Figure 3(b) shows two examples of girth calculation.

We suppose a linear relationship between 2D sizes and 3D sizes, and use
training data to train the regression model (ridge regression). 2D body sizes are
prepared as the data of training samples, while 3D body sizes are used as the
label of training samples. We train a separate model for each body size. We also
try several other regression models to fit training data, and compare their results
in Sect. 4.4.

3.5 Size Chart Searching

Figure 4 shows an example of men’s apparel sizing for online shopping.2 Accord-
ing to the measurements of neck, chest, sleeve, waist, hip and inseam, customers
determine their clothes sizes. Our proposed body sizes contain these information
and are consistent with the common size chart.

Fig. 4. An example of size chart . An online shopping website uses this figure to
illustrate the size chart for men’s apparel.

4 Results

The hardware environment for our experiments is a 64-bit desktop with 32 GB
RAM. The processor is Intel(R) Core(TM) i7-4790K CPU at 4.00 GHz. The
whole procedure completes within 0.1 s. The prediction time-consumption of size
regression is within 1e−4 second. 2D landmarks regression costs about 1.60e−2

second. We illustrate our testing data in Sect. 4.1. The whole procedure and each
process of our method are evaluated in the following sections. We should mention
that currently we use male bodies in 1 clothes type to validate our framework.
2 https://blackdiamondequipment.com/en/size-chart-apparel-mens-f13.html.

https://blackdiamondequipment.com/en/size-chart-apparel-mens-f13.html
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4.1 Testing Data Illustration

We use the testing database of previous work [1] containing 637 pairs of 3D naked
and dressed bodies, which are separate from training database. The resolution
of testing silhouettes is 800 × 600. The average BBH (i.e., height of human
bounding box) value of front silhouettes is 362.98 pixels and the average BBH
value of side silhouettes is 372.26 pixels. We use testing data to evaluate each
process of our pipeline and the whole procedure in the following sections.

4.2 Estimation Error of Silhouette Size

We compute BBH (i.e., height of human bounding box), HWR (i.e.,
BBH/BBW ) and height values for testing data. With HWR and height values
of testing data as input, we estimate BBH value with several regression models
and compare the results with the ground truth. Tables 2 and 3 compare the esti-
mation error for BBH value. The results show that ridge regression performs
best for both front and side conditions.

Table 2. Estimation error for front silhouette size (unit: pixel)

Ridge SVR Random forest Gradient boosting

Average Error 1.58 3.36 2.22 1.81

Stdev Error 1.12 1.78 1.66 1.25

Table 3. Estimation error for side silhouette size (unit: pixel)

Ridge SVR Random forest Gradient boosting

Average Error 1.63 1.93 1.89 1.81

Stdev Error 1.18 1.70 1.63 1.35

4.3 Regression Error of 2D Landmarks

We project 3D dressed bodies and 3D landmarks of naked bodies in the testing
database to dressed-human silhouettes and 2D landmarks with the same virtual
camera. Given dressed-human silhouette, we regress 2D landmarks positions and
compare them with the ground truth. The average landmarks regression error is
0.64 pixel for font silhouette and 0.57 pixel for side silhouette.

4.4 Estimation Error of Body Sizes

For testing data, we compute 2D body sizes and 3D body sizes. Then we use 2D
body sizes to estimate 3D body sizes with several regression models, and com-
pare the results with the ground truth. Table 4 illustrates the error of different
regression models.
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Table 4. Estimation error for body sizes (unit: centimeter)

Ridge SVR Random forest Gradient boosting

Average Error 0.42 1.03 0.46 0.42

Stdev Error 0.38 0.90 0.47 0.40

4.5 Overall Estimation Error of Body Sizes

In this section, we test the overall estimation error of 3D body sizes. For each
testing data, we take dressed-human silhouettes and height information as input,
and use 3D body sizes as the ground truth. Firstly, we estimate silhouette size
with ridge regression method and resize silhouette. Secondly, we regress 2D land-
marks from resized silhouette. Thirdly, based on estimated 2D landmarks, we
compute 2D body sizes. Finally, 3D body sizes are acquired using 2D body
sizes with ridge regression method. Figure 5 shows the average error for each
one of 20 body sizes. With the same testing database, Song et al. [1] estimate
chest/waist/hip girth and height. The results show that we can acquire compar-
ative accuracy. We should mention that the time-consumption of [1] is within 4 s
while ours is within 0.1 s. Our method is more efficient for clothes size suggestions
for online shopping.

Fig. 5. Average error for 20 body sizes. (a): average error for 20 body sizes. The
blue points show the error of our method while the red points illustrate the error of
the previous method [1]. (b): the body size that each number stands for. (Color figure
online)
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4.6 Implementation Details

The configurations of regression methods for size estimation are shown in table 5.
For 2D landmarks regression, the configuration is the same as [1] whose regression
target is 3D landmarks.

Table 5. The configuration details for regression models

Regression method Configuration

Ridge (alpha = 1.0, fit intercept = True, normalize = False, copy X
= True, max iter = None, tol = 0.001, solver = ‘auto’, ran-
dom state = None)

SVR (kernel = ‘rbf’, degree = 3, gamma = ‘auto’, coef0 = 0.0, tol =
0.001, C = 1.0, epsilon = 0.1, shrinking = True, cache size =
200, verbose = False, max iter = -1)

Random forest (n estimators = 10, criterion = ‘mse’, max depth =
None, min samples split = 2, min samples leaf = 1,
min weight fraction leaf = 0.0, max features = ‘auto’,
max leaf nodes = None, min impurity split = 1e-07, boot-
strap = True, oob score = False, n jobs = 1, random state =
None, verbose = 0, warm start = False)

Gradient boosting (loss = ‘ls’, learning rate = 0.1, n estimators = 100, sub-
sample = 1.0, criterion = ‘friedman mse’, min samples split
= 2, min samples leaf = 1, min weight fraction leaf = 0.0,
max depth = 3, min impurity split = 1e-07, init = None, ran-
dom state = None, max features = None, alpha = 0.9, verbose
= 0, max leaf nodes = None, warm start = False, presort =
‘auto’)

5 Conclusion, Limitations and Future Work

We adopt 20 body sizes which are closely related to clothes size, including length
information and girth information of 3D body. We explore an automatic frame-
work to efficiently estimate 3D body sizes from dressed-human silhouettes. We
get rid of camera calibration through estimating the size of silhouette under
known virtual camera configuration with human height information. We learn
the relationship between the positions of 2D landmarks and the appearance of
silhouette. Several regression models are tried to estimate 3D body sizes from
2D body sizes. We have compared several regression models and ridge regres-
sion is most suitable for our tasks. The whole procedure and each process of
our framework are evaluated. Our method completes in less than 0.1 s and the
average estimation error of body sizes is 0.824 cm. This satisfies the real-time
and accuracy requirements for customers to shop clothes online.

We provide an effective and efficient solution for clothes size prediction when
customers buy clothes online, but we still face some difficulties to overcome. It
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will be more convenient if we take natural photos instead of silhouettes as input
without the limitation of clothes types. We validate our framework through male
bodies and should extend our work to female situations.
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Abstract. With the rapid development of new technology, motion capture tech‐
nology has been widely used in film and television animation, motion analysis,
medical research and game design. Especially in the game design, we not only
gain the real-time motion data, but also consider the motion data and three-
dimensional model matching. In this paper, we propose a unified method for 3D
skeleton modeling, so that the motion data and 3D model can be matched
perfectly. We apply the method to the virtual fighting game to verify the effec‐
tiveness of the method. In this process, this paper also analyzes the influence of
other factors and realistic motion data model, and puts forward the corresponding
solutions, providing strong support for the development of virtual games.

Keywords: Motion capture · Virtual fighting · 3D skeleton modeling

1 Introduction

With the rapid development of new technology, motion capture technology has been
widely used in film and television animation, motion analysis, medical research and
game design. Especially in game design, we not only gain the real-time motion data, but
also consider the motion data and 3D model matching [1].

In this paper, we design a virtual fighting game using motion capture devices. In the
virtual fighting game, two players in different places can play virtual fighting in real
time. Each player in the game can control his/her virtual character by means of motion
capture devices. The game provides multiple battle scenes as well as virtual characters
for players to choose. A player’s motion data can be transmitted over the network to
another player in real time.

But while developing the virtual fighting game, we found that the virtual character
deformed and some joints twisted when our players were controlling their virtual char‐
acters by motion capture devices. What’s more, the transmission time of motion data
was high and the virtual scene could not run fluently.

Based on this, we propose a unified 3D skeleton modeling method to solve the prob‐
lems of deformed body and twisted joints. In addition, we optimize the motion data so
that the transmission time can be reduced.

© Springer International Publishing AG 2017
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2 The Matching of Motion Data with 3D Model

In fact, the movement of the 3D skeleton model can bring about the human-body motion
by controlling the 3D character models. With the help of mechanical dynamics, gravity
and other physical factors, the simulations of human motion are more similar to real
ones.

In terms of human movements’ features, the joint of the 3D skeletal model revolves
around the joint between the other two joints. Any acts of one joint may affect the other
joints connected to it. Therefore, to make sure of the integrity of the model in each joint
movement, it is necessary to ensure that the parent-bone node and the sub-bone node
remains the original link [2]. When the motion capture data is assigned to the 3D human
model and change its position and direction, the compliance of the joints’ changes in
position and direction are required to be kept.

There are two kinds of common 3D human body models. One is Standard mesh
model. It designs each joint position for a unit to store the corresponding vertex, textures,
materials, and transform matrices. The other is Skinning mesh model. It defines the
skeleton of the model. Each skeleton in the human model has a set of corresponding
vertices, and the motion of the model is mainly determined by the position and direction
of the set of vertices [3].

As shown in Fig. 1, W stands for the world coordinate, and Joint0, Joint1 and Joint2
respectively represents 3 different joints. Each vertex in the diagram has its own local
coordinate, and the coordinate of the skeletal node changes as the capture data is assigned
to the 3D model. When the body moves, the motion capture data changes, and the
changing data will adjust the translation and rotation of the coordinates of the nodes.

Fig. 1. The sketch map of skinning mesh transformation
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Generally the translation of the 3D character model is represented by three-dimen‐
sional coordinates, that is, the coordinate positions of each joint point in three-dimen‐
sional space [4, 5]. Rotation can be expressed in terms of rotation matrix, Euler angle
or four-element number. The following part will describe the process how the motion
capture data changes the 3D model node coordinates.

From the perspective of hierarchical description, the position of each node in the
global coordinate can be calculated by formula (1).
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Changes in motion capture data are actually reflected in the 3D model where the
joint positions and rotations translate [6, 7]. Firstly, we calculate the position and rotation
of parent node, and then calculate the position of each child node, as shown by formulas
(2) and (3).
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The process of motion capture data matching with 3D model is shown in Fig. 2.

Fig. 2. The process of motion capture data matching with 3D model

The 3D skeleton models of different motion capture devices are not the same, which
leads to the distortion of the 3D character model because the skeleton model does not
match when applied to an arbitrary 3D human body model. Therefore, this paper also
proposes a method of unified 3D skeleton modeling. According to different motion
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capture devices, we construct the skeleton model corresponding to the 3D models in the
design. The constructed skeletal model can promote the matching between motion
capture technology and the model.

2.1 Unified 3D Skeleton Modeling

In order to restore the gestures and facial expressions of moving objects in real terms,
the integration of motion data with the model is also crucial besides the accuracy and
real-time transmission of motion data.

At present, the 3D model of the film and television animation is produced according
to the proportion of reality, so the motion data can be matched and fused with the 3D
model, which also reduces the steps of adjustment in the fusion [8]. However, in most
cases, such as game developing, the 3D models are impossible to bulid according to the
proportion of each person’s shape, which requires plenty of time, manpower and material
resources to carry out (Figs. 3, 4 and 5).

Fig. 3. Joint and bone hierarchical structure

Based on the aforementioned issues, a unified method for 3D skeletal modeling is
proposed. The basic principles are as follows:

(1) Analyze the structure of character node from motion capture equipment, and clas‐
sify each joint data, such as head, chest spine, hand, foot, and carry out proportion
parameters (W1, W2, W3 …Wn) of each joint node by the structure of character
node.

(2) Design the human hierarchical structure from the information of step 1.
(3) Define the joint coordinate system from the information of step 1 and 2.
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Fig. 4. The joint coordinate system

Fig. 5. The Final skeleton model
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(4) Design the basic 3D skeleton model in modeling software from the joint coordinate
system of step 3.

(5) Create a skin for the 3D skeleton human model of step 4.
(6) Adjust scale weight parameters and the 3D skeleton model to match the motion

capture device.
(7) Repeat step 6 until we find the suitable scale weight parameters.

The advantage of this method is that the 3D model and motion capture data in the
device can match and fuse well with each other, and it is not easy to cause the 3D model
distortion due to individual differences. On the flip side, the 3D models are designed
with a uniform size, which cannot reflect the differences of each individual, although
the facial features and clothing are different.

2.2 Precise and Fast Transmission

The integrity of motion data transmission has a great influence on the representation of
model authenticity. At present, most of the motion capture devices need to transmit data
through cables, and others use optical principles, acoustic principles, wireless networks
and other means of transmission. However, through this mode of transmission, the
motion data will be more likely to be disturbed by the external interference, and then
generate excess noise data or lose some action data.

For the sake of improving the accuracy and speed of data transmission in wireless
mode of action, it is required to improve signal strength by means of increasing the
bandwidth and reducing the interference substances. This paper carries on the analysis
of motion capture data from the perspective of motion data before data transmission.

This paper reveals a black box of a simple data analysis and processing, and its basic
principles are as follows:

(1) After capturing the motion data from the devices, we will analyze and find the key
data (such as motion data) and auxiliary data (such as the version of motion capture
device, etc.).

(2) The key data will be transmitted to further analyze the useful information in the
auxiliary data while the auxiliary data of little significance may be removed.

(3) We compress and transmit the key data and useful auxiliary data into software for
video animation or game production and then fuse it with the 3D motion character
model.

Figure 6 illustrates the process of data analysis of black boxes.
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Fig. 6. The procedure of motion data analysis

3 Experimental Analysis and Result

3.1 Experimental Environment

The software and hardware used by the experiment are as follows.

The motion capture technology: Perception Neuron motion capture system.
The 3D modeling software: Maya, 3DMax.
Game developing platform: Unity 5.5.2.
Experimental platform: Intel i7-4790K CPU, 4.00 GHz, 16 GB RAM and Nvidia
GeForce GTX980Ti.
Programming tools: Visual Studio 2017.
Figure 7 shows the Perception Neuron motion capture equipment.

3.2 Experimental Process

Unified 3D Skeleton Modeling. After the motion data analysis is completed by the
motion capture system, we find the parameters in accordance with the corresponding
proportion of each node in human body. Each motion capture device set different
proportions, so it is necessary to initialize the design of the 3D model. In this paper, we
take advantage of Maya and 3DMax for skeleton building. According to the skeletons
provided by the software and the adjustment of the proportion of human bones, we
ultimately determine the reasonable unified 3D character skeleton, as shown in Fig. 8.
Here is a skeleton drawing that was designed during the process of skeleton adjustment.
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Fig. 8. One of the 3D skeleton model by first adjustment

Fig. 7. The Perception Neuron motion capture equipment
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The above figures are just a part of the design pictures during adjustment process.
We got Fig. 9 after 7 modifications from Fig. 8. In this process, it appeared different
levels of distortion when the designed skeleton was applied to the model given the
motion data. The main reason why it happened is that the prescribed proportion of skel‐
eton model in motion capture system is inconsistent with the skeleton we designed.

Fig. 9. One of the 3D skeleton model by seventh adjustment

After the tenth adjustment, the 3D character skeleton of the motion capture system
was finally determined and applied to the character model, as shown in Fig. 10.

Precise and Fast Transmission. Based on the research of the Perception Neuron
motion capture system, the key data and effective auxiliary data are analyzed in the 3D
model.

Key data: motion data.
Effective auxiliary data: data of bWithDisp and bWithReference.

We carry out the package transmission of key data and effective auxiliary data.
Besides, we deal with some repeatedly invalid auxiliary data by means of initialization
assignment and the absence of transmission after the key data reach the 3D scene, as
shown in Figs. 11 and 12.
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Fig. 11. The package transmission of key data and effective auxiliary data

Fig. 12. The direct initialization of duplicate auxiliary data

Fig. 10. The final designed 3D skeleton model
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This greatly reduces the amount of data in the network transmission process. In
addition, without considering the details of the fingers, the number of hand sensors can
be decreased from 11 to 1 while ensuring data integrity.

3.3 Experimental Analysis

Unified 3D Skeleton Modeling. In the experiment of unified 3D skeleton modeling,
we use the same 3D character model, input the same motion capture data, and apply
different 3D skeletons. The results are shown as follows.

In this experiment, we input the same motion capture data into these two 3D models.
From Fig. 13, we can find out that there is obvious distortion and stretch in the joint and
the two legs of the left 3D character model while the right 3D character has good
performance.

Fig. 13. The left one is the original skeleton model and the right one is the skeleton we design
by our method

Data Transmission Time In order to eliminate interference from other factors, most
of the strong magnetic materials have been removed in the experimental environment,
and the wireless network has been adjusted to the optimum state. In the experiment, the
transmission time of raw data and processed data is compared. In addition, the trans‐
mission time of glove detail data before and after deletion is also compared. The
comparison is as follows.

From Table 1, we can find the original data transmission time is 0.5 s. The 3D scene
cannot run fluently. The optimized data transmission time is 0.07 s, which is better than
the original data transmission time.
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Table 1. The comparison of original and optimized data transmission time

Serial number Experimental item Delay/s
1 The original data transmission time 0.5
2 The optimized data transmission time 0.07

From Table 2, the transmission time of glove detail data before deletion is 0.07 s.
After removing 20 sensor nodes on the hands and preserving only 2 sensor nodes at the
back of the hands, the data transmission time is 0.01 s.

Table 2. The transmission time of glove detail data before and after deletion

Serial number Experimental item Delay/s
1 The glove detail data before deletion 0.07
2 The glove detail data after deletion 0.01

The Virtual Fighting. Now we apply our 3D character models to the virtual fighting
game, and optimize the motion data transmission time. The virtual fighting game
includes several modules such as Main Menu Modules, Players Selection Modules,
Scenes Selection Modules and Fighting Scenes Modules. These modules are shown as
follows (Figs. 14, 15, 16 and 17).

Fig. 14. The main menu picture

Fig. 15. The scene select picture
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Fig. 16. The fighting scene picture of one player

Fig. 17. The fighting scene picture of the other player

3.4 Comparative Analysis

This paper proposed a unified 3D skeleton modeling method to solve the problems of
deformed body and twisted joints. In order to improve the accuracy and speed of move‐
ment of data transmission, we designed a black box to analyze the motion data.

There are so many studies discussing the human modeling for motion capture. Tao
et al. [9] designed an anatomic virtual human model and proposed a method of real-time
reconstruction of human motion for the MMocap system. One of the contributions of
their study is the human model, which is a compact representation of the movement.
Another contribution of their study is the kinematic equation, which is based on quatern‐
ions. The experiments have shown that it can reconstruct the postures of human motion
with good fidelity and low latency.

Li et al. [10] presented a human motion model and animation for a micro-sensor
motion capture system. This method is based on biomechanics. The joints of human
body are categorized according to the motion characteristics. Motion parameters esti‐
mated from sensor data are used to control the movement of human skeleton model and
the deformation of skin model, and consequently reconstruct the human body motion in
real-time animation. The experiments have shown that the proposed model is suitable
for sensor data-driven virtual human in real time animation.

The comparison of modeling methods and real-time performance are shown as
follows (Table 3).
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Table 3. The comparison of modeling methods

Serial number Paper number Experimental method
1 This paper A unified 3D skeleton modeling method
2 Tao et al. [9] An articulated human model which is an anatomic

skeleton human model
3 Li et al. [10] This method is based on biomechanics

Those papers above are presenting different methods to achieve 3D human modeling
and improve the accuracy of motion capture devices. There still are many methods to
improve the accuracy of motion capture. For example, Haratian et al. [11] presented a
signal processing approach and Young [12] took a use of body model constraints.
Although our method is different, we all achieved the goal of 3D human modeling and
accuracy improvement (Table 4).

Table 4. The comparison of improving accuracy methods

Serial number Paper number Experimental method
1 This paper Optimized the motion data by removing some auxiliary

data
2 Tao et al. [9] Build a software platform MMocap 3D which is an easy-

to-use graphical user interface
3 Li et al. [10] Consequently reconstruct the human body motion in real-

time animation

4 Conclusion

In this paper, through the application of motion capture technology in virtual fighting,
the problems related to the matching of motion capture data and 3D model are found,
and a unified modeling method of 3D skeleton model is proposed. In addition, in order
to improve the accuracy and speed of movement of data transmission, we designed a
black box to analyze the motion data. Without compromising the integrity of the data,
we improved motion data transmission speed.

The above two methods all achieve the ideal effect in the virtual fighting application,
and then we verify the validity and feasibility of the two methods. Nevertheless, there
are still some limitations to be improved in the experimental design, such as:

(1) The analysis of motion capture data is still in a relatively simple stage, and it should
be combined with some coding rules to analyze, which will achieve better
results [13].

(2) Unified modeling is not the best solution for different individuals, but on this basis,
we can find a further adaptive method of motion capture data and 3D model data
fusion process [14].

In this paper, the research is still at the primary stage, there are still a lot of problems
for improvement. We hope this paper can provide a strong support for motion capture
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technology applied in film and television animation, game production, and research on
virtual human-computer interaction.
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Abstract. It is interesting to edit facial appearance in images to create a desirable
facial shape of persons. In this paper, we propose a novel method to modify facial
appearance by replacing facial parts between arbitrarily paired images. To this
end, our method consists of face segmentation, face reconstruction, mesh defor‐
mation and image editing. Given one source and one target image, the target image
is first segmented into the front facial region and background image. Secondly,
3D facial models and relevant scene parameters are estimated from both images.
Thirdly, the target facial part is replaced with the selected source part on the 3D
mesh. Then, the new replaced 3D face is rendered into a facial image. Finally,
the new facial image is generated by seamlessly blending the rendered image and
background image. The main advantage of this method is that we transfer facial
geometric information between images using 3D model, which can deal with
arbitrarily paired images with the different facial viewpoint. We present several
experimental results to show the effectiveness of our method and comparison with
those existing methods to demonstrate that our method is more advantageous and
flexible in terms of practical applications.

Keywords: Facial parts replacement · Mesh deformation · Face reconstruction

1 Introduction

The human face has always been one of the most important aspects in human interaction
and communication, because it plays a great role in making people distinguishable and
giving people visible impression. As the use of huge digital images in the current multi‐
media era, facial images have become the most common digital avatar that might have
higher status than the real face in our daily life, such as pasting facial images on resumes
or some application forms. Furthermore, this advanced digital representation can enable
many impossible things into reality in the digital world, which brings in many potential
applications for various fields. For example, in medical beauty, it will be very helpful
to provide a vivid preview of client’s ideal facial image before plastic surgery [1]. In
forensics, it is significant to compose the suspect’s facial image according to the descrip‐
tion of victims and witnesses [2]. In entertainment, it is interesting to show personal or
friends’ funny facial images. In privacy preservation, it is necessary to protect people’s
facial images from the public online system such as Google Street View [3]. These
applications are all based on the great advantage of the facial images that users can
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arbitrarily edit their faces to create a new facial appearance. Thus, it is meaningful to
develop facial image editing methods for the users to conveniently edit facial images.

In recent years, there exist some methods which might help users to edit facial images
at least to some extent. Blanz et al. proposed a face swapping method to replace a face
in a target image with a face in a source image for virtual try-on of hairstyles [4]. After‐
wards, some face swapping methods were proposed for de-identification [5], transfig‐
uring user’s portraits [6, 7], and face perception [8]. Liao et al. proposed a face beauti‐
fying method by enhancing the symmetry and proportion of user’s face in the image [9].
Zhao et al. changed the weight of the face in the images [10]. Researchers also developed
face composing methods to create a new facial image by combining selected facial part
images [1, 2, 11]. Recently, the field of facial performance applied face reanimating
methods to transfer facial expression from a source image to a face in a target image
while preserving the identity of the target person [12–14]. However, these existing
methods are inadequate to satisfy the whole demand of the facial image editing. For
example, before taking the facial micro-cosmetic surgery, users usually want to see a
preview of the local edited facial image like the region of eyes or nose. A flexible solution
is to edit facial parts in images. Thus, we focus on developing facial parts replacement
method to effectively replace facial parts between images.

Though previous methods can replace entire face between images under some prec‐
edent conditions, the replacement of facial parts between images confronts greater chal‐
lenge than previous face swapping methods. For instance, replacement of facial parts
between two images can be easily completed when both images have the faces with the
same viewpoint, illumination, and size [8], while this situation is rarely possible. Bitouk
et al. [5] also demonstrated that different illuminations and viewpoints made this task
even more difficult and might lead to abnormal facial images. In addition, the replace‐
ment of facial parts with different sizes in images easily results in weird facial images.
For example, a small facial part substitutes a big one in a target image [1]. Furthermore,
the face is a visually sensitive object, thus very small flaws can affect people’s sensory
effects. Thus, the replaced results must be surely normal faces except for entertaining
demands.

In this paper, we propose a novel method to replace the facial parts in a target image
with the ones from a source image. Our proposed method consists of face segmentation,
face reconstruction, mesh deformation and image editing. The combination of these four
parts can effectively alleviate the difficulties stressed above. Furthermore, we especially
tailor mesh deformation to the need of facial parts replacement which can automatically
identify facial parts and replace them between the 3D facial meshes, and this tailored
algorithm can also eliminate redundant user’s involvement. Our method takes one source
and one target image as input and generates a new target image with the selected facial
part from the source image. Firstly, the target image is segmented into a front facial
region and a background image based on face segmentation method [8]. Secondly, from
both images, we estimate 3D facial models and relevant scene parameters including
facial orientation, position and camera parameters based on the Basel Face Model (BFM)
[15]. Thirdly, the target facial part is replaced with the selected source part using mesh
deformation [16]. In this stage, to satisfy the need of facial parts replacement on the 3D
mesh, we introduce a template model which can automatically identify the facial parts,
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and we also devise a tailored alignment algorithm which can automatically align the
selected facial part to target facial mesh. Then, the new replaced 3D face is rendered
into a facial image using the scene parameters obtained in the second stage. Finally, the
new image is generated by seamlessly blending the rendered facial image and the back‐
ground image.

The main contributions of this paper are summarized in three aspects. Firstly, we
provide a novel facial image editing tool to replace facial parts between images based
on current state-of-the-art technologies in the computer graphics area. Secondly, for the
proposed facial parts replacement, we devise an automatic facial parts identification and
an alignment algorithm which can simplify the process of the user’s interaction. Thirdly,
unlike most existing methods for entire facial replacement between images, we edit the
facial image using 3D meshes which contain more geometric information than 2D
images. Furthermore, we edit the facial geometric information on 3D meshes, which
reduces the impact on the texture as opposed to the methods using 2D images.

The rest of this paper is organized as follows. In Sect. 2, we review related work
regarding facial image editing. Section 3 describes the facial parts replacement method
and details of the tailored algorithm for the desired purpose. Section 4 demonstrates the
rendered results of this work to show the effectiveness of our method. In Sect. 5, we
conclude this work and give possible future extensions.

2 Related Work

Almost all facial image editing techniques derive from the combination of image
processing [17] and face recognition [18] which are two popular research fields.
However, the scope of these two fields is so large that they are beyond the scope of this
paper. Thus, we focus mainly on the problem of facial image editing which can result
in the modification of facial appearance. As a result, we review the most relevant work
such as face swapping, face composing and face reanimating.

Face swapping. Blanz et al. proposed a method to swap faces based on the Morphable
Model of 3D faces [4]. The use of 3D face model is a good solution to the limitation of
different viewpoints between images. The reconstructed face can be consistently aligned
and illuminated with the face in the target image, which enables the face to be easily
rendered into the target scene. Bitouk et al. [5] solved the limitation of facial viewpoint
and illumination by constructing a large face database including various facial poses,
image resolution and image blur. Then, the candidate images to be replaced are selected
by matching the corresponding criteria as similar as possible to the input. Ira [6]
upgraded this work by directly and automatically searching candidate images from the
Internet, which eliminated the expense of building the face database. Other recent face
swapping methods adopted current advanced technologies including face detection, face
segmentation and face reconstruction [8], which improves the robustness of previous
works and produces excellent results. However, their methods only allow the entire face
to be replaced, which is not flexible enough for some practical applications. Our
proposed facial parts replacement can modify the facial appearance with finer granu‐
larity such as the region of eyes or nose.
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Face composing. In the digital forensics [2], it is common to synthesize the suspect’s
facial image by composing the facial part images from a large database. The images of
facial parts are almost frontal faces. Forensic artists can select the most similar image
according to the description of the victims and witnesses. Then, these parts are placed
in the corresponding position of a template facial image, which results in a slightly
abstract facial image [2, 11, 19]. For non-professional requirements, Chou et al. [1]
replaced facial parts based on 2D images. Users selected the facial parts from the source
image. Then the proposed algorithm automatically aligned the selected parts to the target
image and replaced the original region by Poisson image editing. However, this method
lacks the mechanism of filtering candidate images like Bitouk [5] and Ira [6], which
leads to that their method can only deal with the frontal facial images. Thus, our proposed
method applies 3D face models to alleviate the limitation of facial viewpoint, which can
be suitable for more applications.

Face reanimating. The method for reanimating faces was proposed as far back as 2003
by Blanz et al. [20]. Afterward, this method was extended into fully automatic techniques
for video facial reenactment or digital avatar performance [12, 14]. These methods are
also called facial expression transfer. Benefiting from the excellent representation of 3D
face parametric model [15, 21, 22], facial expression can be easily controlled by a set
of expression parameters. When transferring the expression between images, Vlasic
et al. [21] transferred the parameters of source facial image to the target image. To
preserve personalized information in each actor’s expression, Thies et al. [12] used a
sub-space deformation transfer technique as opposed to direct transfer. However, these
technologies focus on expression for facial performance [23, 24]. Facial expression
transfer seems very similar to our proposed method of facial part replacement, since
both methods transfer the shape of the source image to the target. Nevertheless, the
replacement of facial parts results in the change of personal identity which is invariant
for each individual and difficult to isolate like facial expressions [25]. Thus, it is difficult
to transfer the facial parts by transferring the facial parameters. In this paper, to distin‐
guish between the shape of facial expression and identity, we only call the shape of
identity as facial shape. Furthermore, editing facial shape can create new identity, which
motivates us to develop a new method to replace facial parts between images for more
potential applications.

3 Method

In this section, we describe how our replacement method is achieved through current
state-of-the-art technologies including face segmentation, 3D face reconstruction, 3D
mesh deformation and image editing. We start by giving an overview of our method.

3.1 Overview of Method

Figure 1 summarizes our facial part replacement method. In Fig. 1, we take the replace‐
ment of eyes part between images as an example. When replacing a facial part from a
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source image 𝐈S to a target image 𝐈T, our method firstly segments the target image into
a facial region and background image (Sect. 3.2). Then, we reconstruct the 3D facial
model and estimate scene parameters which are described in Sect. 3.3. Thirdly, we
describe how to replace the selected facial parts by mesh deformation (Sect. 3.4). Finally,
the replaced face is rendered and blended with the background image (Sect. 3.5).

Mask

Input image: Target

Facial region

Background image Rendered face Output image: Result

Input image: Source

Segmentation

Target facial 
mesh

Source facial 
mesh

Eyes part 
alignment

Rendering 

Texturing

Reconstruction

Deformation

Blending

Fig. 1. Overview of our method.

3.2 Face Segmentation

To preserve all local characteristics of the target face, our method firstly segments the
target image into a facial region and background image. The facial region is applied to
extract the real visible texture and the background image is applied for the final blending.

We use the recent state-of-the-art, deep method [8] for face segmentation which is
shown to work well on unconstrained images. Moreover, it also works well on segmenting
the visible region of faces from occlusions. They trained a standard fully convolutional
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network (FCN) which used the FCN-8 s-VGG architecture. Please refer to [8] for more
details on the FCN. Figure 2 shows two examples of segmentation to demonstrate that this
method can deal with the facial images with different viewpoint very well and success‐
fully split the facial region from the image. These excellent results are very helpful for the
extraction of facial texture by off-the-shelf extracting method [4, 22].

Fig. 2. Examples of Segmentation results, (a) input images, (2) segmented background images,
(3) facial regions.

3.3 Face Reconstruction

To alleviate the limitation of different facial viewpoint in images, inspired by previous
work [4, 26, 27], we explicitly reconstruct 3D facial shapes from both images. We use
the popular Basel Face Model (BFM) [15] to represent 3D faces. More specifically, a
3D facial shape S with texture T is defined by combining the following independent
generative models:

S = s̄ +
∑m

i=1
𝛼i ⋅ si, T = t̄ +

∑m

i=1
𝛽i ⋅ ti. (1)

Here, vector s̄ and t̄ are the mean facial shape and texture of aligned 3D scans in the
Basel Faces collection, respectively. Vector si and ti are the principle components
computed by Principal Component Analysis (PCA) from 3D scans. 𝜶 and 𝜷 are subject-
specific 99D parameter vectors estimated separately for each facial image. From a given
set of model parameters 𝜶 and 𝜷, we can compute a colorized 3D face model.
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To reconstruct 3D face shapes from a single image, we need to compute the
parameters 𝜶 and 𝜷. Unlike previous methods [4, 7, 27, 28] to solve an energy equa‐
tion for fitting the pixels of the image, we adopt the deep network proposed by Tran
et al. [29] to regress the parameters 𝜶 and 𝜷 which are 99D parameters for shape and
texture separately.

Once given the 3D facial shape, it is easy to compute the facial pose to match the
face in the input image. We use the detected facial landmarks by an off-the-shelf detector
[30] including 68 landmarks. One of the advantages of the BFM is that the vertices are
registered so that the same index of vertices corresponds to the same 2D landmark in all
faces. Therefore, we can manually specify the correspondence between 2D landmarks
and 3D vertices on the facial model once, at preprocessing. Like Huber et al., using the
Gold Standard Algorithm of Hartley and Zisserman to estimate the pose of the face [31],
we can find an affine transformation between the corresponding 2D landmarks and 3D
vertices. Figure 3 shows two examples including the detected landmarks, reconstructed
facial shape, and fitting examples. As shown in Fig. 3(b), the detector can deal with
different facial viewpoint. Using the correspondence between 2D landmarks and 3D
vertices, we can fit the 3D facial shape onto the image as shown in Fig. 3(d).

Fig. 3. Examples of facial landmarks detection, reconstruction and fitting the image, (a) input
images, (b) the detected landmarks, (c) the reconstructed 3D facial shape, (d) examples of fitting
image with 3D facial shape.

3.4 Mesh Deformation

To replace the facial parts in the target face with the corresponding parts of the source,
we need some preparations to help facial parts replacement. Firstly, it is necessary to
define the region of each facial part on the 3D facial model, which can help to establish
the correspondence of facial parts between different faces and can also define the region

120 J. Du et al.



of deformation. Thus, we introduce a template facial model which is manually specified
several desirable regions on it. Benefiting from the BFM facial model which has the
same number of vertices and faces and the same topology, the specifying process only
needs to be done once. Figure 4(a) shows our facial template model. Figure 4(b) shows
different segmented regions with different colors. The region of eyes is colored with
blue, eyebrows with purple, nose with yellow, mouth with red and the green area denotes
the transitional region for deformation. Therefore, each part of the template model can
automatically correspond to the facial parts between different face. When users select a
facial part like nose or mouth, our method will automatically turn on subsequent
processing which is the alignment algorithm described in the following content.

Mouth

Nose

Eye

Eyebrow

Region of deforma on

(a) (b)

Fig. 4. Example of template model, (a) the facial template model, (b) different regions of facial
parts with different color. (Color figure online)

Since selected facial parts are from different images, they have the different view‐
point. It is necessary to align them to the target face. Similar to computing the affine
transformation between 2D landmarks and 3D vertices, it is easy to compute the rigid
transformation between each pair of facial parts when the two sets of corresponding
points are given [32]. Here, we need to slightly adjust the method for our purpose. We
seek a rotation matrix R, a translation vector t, and a scale s such that

(R, t, s) = arm minR,t,s

∑n

i=1
𝜔i

‖‖‖s
(
Rpi + t

)
− qi

‖‖‖
2
+ 𝜇

|||cp − cq

|||
2

(2)

Here, P =
{

p1, p2,… , pn

}
 and Q =

{
q1, q,… , qn

}
 are two sets of corresponding

points on source and target facial meshes respectively. The second item restrains that
the centers of two corresponding facial parts are as close as possible. Because the central
position of facial parts is originally the most appropriate location of the target face, it is
necessary to restrain the center of the new part to be the same as the original one. For
the scale s, we try to compute a suitable size for the new part. Because there is a case
where a selected facial part is smaller than the target one, this may lead to an abnormal
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replacement. Before the user makes the final decision, we can take this suitable scale as
a candidate. Moreover, we also provide an optional adjustment for scale s to 𝜌 ⋅ s

(0.8 ≤ 𝜌 ≤ 1.2).
After alignment, the selected facial part can be replaced with the source part by mesh

deformation method. An obvious choice is to apply a drag-and-drop-pasting method
[33–35]. However, these methods usually lead to subsequent cumbersome processing,
because these methods change the topology of the original model including the number
of vertices and faces. To complete facial parts replacement, we adopt a more suitable
method to deform the facial part of the target to the selected part. The deformation can
form the Laplacian energies which leads to a biharmonic equation with region boundary
condition proposed by Jacobson et al. [16]. Figure 5 shows an example of our facial part
replacement where the nose part is replaced with the source shown in Fig. 5(b), the red
region. Figure 5(c) shows the result has a new facial appearance.

Fig. 5. An example of our facial part replacement, (a) the target model, (b) the source model with
selected nose part (red region), (c) the replaced result with source’s nose. (Color figure online)

3.5 Face Blending

After obtaining the deformed 3D face model as mentioned above (Sect. 3.4), our method
can compose the final image with the new facial appearance by blending between the
new rendered facial image and the background image. Figure 6 shows a blending
example.

Though the BFM provides the linear combination of textures, it cannot reproduce
high-quality facial appearance [4]. Therefore, we use the segmented facial region to
render replaced facial appearance like previous methods [4, 12]. The scene parameters
of the target obtained from face reconstruction (Sect. 3.3) are also used to render the
new 3D face into an image shown in Fig. 6(b). Finally, the rendered face is blended-in
with the background image using an off the shelf method [36].
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4 Experiments

Our experiments are implemented on an Inter Core i7-4790 4.00 GHz machine with
32 GB memory and the Windows 10 operating system. We use the segmentation Caffe
model [8] for face segmentation, the BFM model [15] for facial reconstruction and libigl
[37] for the mesh deformation. In this section, we show several results of replacement
and the results of each sub-process which demonstrates that the final excellent results
are inseparable from the help of each sub-process. We also provide comparisons against
previous facial appearance processing methods

Figure 7 shows two input source images in our experiments. During the replacement
of facial parts, our method only requires the geometric information of the source image.
Thus, Fig. 7 also provides the reconstructed 3D facial model. Both of these two persons
have salient facial parts like McKellen’s nose and Parsons’ eyes. We use Ian McKellen’s
nose and Jim Parsons’ eyes to replace the corresponding parts in the target images.

Fig. 7. Input source images, (a) Ian McKellen’s image and the reconstructed 3D facial model,
(b) Jim Parsons’ image and the reconstructed 3D facial model.

Fig. 6. An example of final blend, (a) background image, (b) rendered facial image, (c) blending
result.
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Figure 8(a) gives two input target images in our experiments. During the replacement
of facial parts, our method requires more information than that provided by the source
images. Thus, Fig. 8 shows the results of each sub-process such as segmentation results
(Fig. 8(b) and (c)) and reconstructed 3D facial model (Fig. 8(d)). Especially, we choose
Benedict Cumberbatch’s image to demonstrate that our method can deal with different
facial viewpoint between images. We can see the difference of the facial viewpoint from
Fig. 8(a) and Fig. 7 is quite large, which is the main limitation of previous methods.

Fig. 8. Input target images and the results of each sub-process, (a) Cumberbatch’s image and
Bruce Willis’ image, (b) background images, (c) facial region images, (d) the reconstructed 3D
facial model.

Figure 9 shows the final replaced images where we can find that the Ian McKellen’s
nose and Jim Parsons’ eyes are transferred to Benedict Cumberbatch and Bruce Willis.
The new facial images are shown in Fig. 9(b) and (c).

To further demonstrate the effectiveness of our method, we compare the results
generated by our method with those by Chou et al.’s face-off [1] and Bitouk et al.’s face
swapping [5] methods as shown in Fig. 10. Since the input image of their methods is
required to be a specific viewpoint, we only use images that are suitable for both theirs
and our methods, which take the frontal facial viewpoint as input. Chou et al.’s method
is similar to ours and their results are shown in Fig. 10(c). However, their method cannot
deal with the images with different viewpoint like the Benedict Cumberbatch’s image
in Fig. 9. Bitouk et al.’s method is to replace the entire face between two images with
similar viewpoints and the results are shown in Fig. 10(d). The comparisons can also
demonstrate that our facial parts replacement is more advantageous and flexible in terms
of practical applications, because users can see the vivid preview of their changed facial
appearance on some local region.
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Fig. 10. Comparisons with previous methods, (a) target images, (b) source images, (c) replaced
nose and eyes part separately by Chou et al. [1], (d) replaced entire face by Bitouk et al. [5], (e)
replaced nose and eyes part separately by our method.

Fig. 9. Results of our facial parts replacement, (a) original images, (b) results with new nose part,
(c) results with new eyes part.
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Fig. 11. Our limitations, (a) failing to detect the face, (b) an example of incomplete facial texture.

Limitation. Because our approach adopts several previous works, their limitations
might be also our obstacles. For example, the facial detector might fail to detect the face
from some images due to illumination, occlusions or some unknown condition.
Figure 11(a) shows a facial image that the facial detector fails to find a face. Another
limitation is that the deep method of face segmentation is also sensitive to illumination,
which might lead to an incomplete facial texture as shown in Fig. 11(b). A worthwhile
solution is to use the segmentation of 3D mesh [38] reconstructed from image to guide
the segmentation of the facial region in the image. The third limitation is that we only
adopt neutral faces for facial part replacement in this paper, which lacks the ability of
processing faces with various expression. Cao et al. proposed the facial database called
Facewarehouse including a wider range of faces and expressions [22] which can help
our method to deal with facial expressions in the images. Thus, we leave it to our future
work to process faces with various expressions.

5 Conclusions

In this paper, we have developed a new facial editing tool to modify facial appearance
in images by replacing facial parts. The effective combination of four state-of-the-art
technologies in the computer graphics area enables us to generate pleasing results.
Especially, the tailored algorithm in the stage of mesh deformation helps to automati‐
cally align and replace the selected facial parts, which can effectively decrease user’s
involvement. The use of 3D face model can enable this method to deal with arbitrarily
paired images in different facial viewpoints as the experimental results show. Further‐
more, our method only transfers geometric information between two facial meshes,
which can protect personalized facial texture information. The experimental result can
demonstrate that our method can effectively generate pleasing results. The comparison
with those existing methods demonstrates that our method is more advantageous and
flexible in terms of practical applications.

In the future, we will not only address the aforementioned issues but also strive for
more potential applications. For example, plastic-beauty based face replacement method
is guided by real soft tissue deformation [39] for virtual surgery. Furthermore, it is
interesting to build a web platform for more users to experience the facial image editing.
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Abstract. In this work, we address a novel and practical problem of
automatically generating a room design from given room function and
basic geometry, which can be described as picking appropriate objects
from a given database, and placing the objects with a group of pre-
defined criteria. We formulate both object selection and placement prob-
lems as probabilistic models. The object selection is first formulated as
a supervised generative model, to take room function into consideration.
Object placement problem is then formulated as a Bayesian model, where
parameters are inferred with Maximizing a Posteriori (MAP) objective.
By introducing a solver based on Markov Chain Monte Carlo (MCMC),
the placement problem is solved efficiently.

Keywords: Automatic layout · Probabilistic model · Constrained opti-
mization

1 Introduction

With the rapid growth of entertainment application in desktop computers, con-
tent generation is becoming an important problem in such applications. For
applications such as virtual reality and computer games, an important problem
is generating indoor environments for them to interact with, which raises the
room design problem. With the help of modern commercial CAD tools [1–3] or
independently developed toolchains, professional designers or even architects can
design rooms with different levels of details. However, these tools usually require
a considerable number of interactions for object selection and placement in these
rooms. Existing works have shown success in reducing the number of interactions
in such designs, which saves designers’ effort in the content generation, and the
designers only have to offer some insight into the tool with a reduced number of
interactions.

However, modern entertainment applications often employ an open world
(namely sandbox) design pattern, which requires procedural and automatic con-
tent generation in contents. As a result, a fully automatic room design algorithm
that works with little supervision and no interaction is required in aforemen-
tioned virtual reality and computer game applications.
c© Springer International Publishing AG 2017
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Major challenges in the fully automatic room design include (1) automati-
cally deciding which objects are to be placed and (2) designing a group of criteria
on how to place objects in the generated room to integrate both aesthetics and
interactivity. The key idea behind selecting objects to be placed in the room is to
measure how objects are related to room functions, which is difficult as the rela-
tionship between objects and room functions does not follow traditional relation
patterns such as one-to-one or one-to-many, but appears to be a fuzzy relation-
ship, where an object type can be used for utilizing several room functions, and
a room function also requires several groups objects to be placed. Placing the
objects in the room is a non-trivial problem, as a good placement requires not
only tidiness in the aspect of aesthetics, but also interactivity in the aspect of
usability. Accordingly, learning-based or rule-based criteria are needed to address
the requirements. However, existing methods only take semantic information into
consideration, ignoring how the placements fit a given room.

To overcome these challenges, we developed a fully automatic algorithm gen-
erating room designs. The algorithm takes room geometry, placements of doors
or windows, and a set of keywords with weights describing room functions as
input. It then generates which objects to be placed in the room, as well as how
they are placed. In this algorithm, a generative model is introduced to select
models with the supervision of room functions. Specifically, a variant of topic
model, which is a common method in natural language processing, is proposed
to model the hidden relationships between room functions and objects. We have
also proposed a group of criteria based on our training database and our inter-
view with professional interior designers. A user study shows that rooms designed
by our algorithm are more preferred than those designed by non-professionals
without much caution in the benchmark database.

Our work has made the following technical contributions:

– Applying topic models in mining relationships between objects and room
functions.

– A group of criteria in object placement optimization and a corresponding
solver with a Bayesian framework.

1.1 Interactive Room Design and Automatic Placement

To reduce the number of interactions in room design, contextual modeling [4],
which tries to evaluate if a model and its placement fit its context, is proposed in
interactive room design. Different routines for interaction are then proposed, to
facilitate these interactive systems with different design requirements. Typical
interactions include: Finding a proper placement for a user-selected model [4],
retrieving a model and finding a proper orientation with a user selected place-
ment [5], synthesizing a scene with a group of selected examples [6], suggest-
ing objects for adding different levels of details to scenes [7], using freehand
sketch drawings for co-retrieval and co-placement [8], or using natural language
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as scene description [9]. All of the methods achieve a certain level of success,
however requires humans’ basic idea, insight, and expertise to be converted as
interaction, which makes it unsuitable for open world applications.

Fully automatic approaches are proposed to solve the problem in open world.
Typical methods [10,11] define criteria representing the “goodness” of a layout,
and generates a layout with a given set of objects. As these methods require
the set of objects to be given as input, the approaches still require input based
on empirical object selection, and the massive input limits the usage of those
approaches.

Existing work in open world synthesis [12], which is the closest work to ours,
uses a generative model for getting the set of objects. It succeeded in synthesizing
a fixed category of scenes, e.g. coffee shops at various scales and geometry. It uses
a hand-craft and hard-coded generative model for generating a single category
of indoor scenes with fixed types of objects, but fails to model the diversity of
different categories of scenes. Our work is different from open world synthesis
in the following aspects: (1) Generation of objects and placements are split into
separate steps, to simplify the model and cut the original time consumption
of thousands of seconds. (2) Our generative model for objects is learned from
training data, which models object selection based on room functions free from
category-wise specific empirical rules. (3) General rule-based criteria on layouts,
based on interviews with designers are used in our work, to help us get better
layouts.

The remainder of this paper is organized as follows. An introduction to our
general data-driven pipeline and our methodology in data collection is shown
in Sect. 2. Section 3 gives our formulation and solution to the generative model
applied by object selection. Section 4 proposes the Bayesian framework in object
placement and the group of criteria applied, and a solver based on MCMC is
then discussed in Sect. 5. Section 6 demonstrates our experimental results. The
conclusion and further discussion on this work are then shown in Sect. 7.

2 Overview

2.1 Pipeline

Figure 1 gives an overview of the pipeline of our algorithm. Based on the existing
method [12], we split object selection and placement into independent steps.
Both steps are initialized with ensemble training processes, to model both the
relationships between objects and room functions and the context relativity.

While both steps can be executed independently, (e.g. Manually select objects
and use only the object placement step to generate the layout of the room), we
execute both steps in a cascading sequence, to build a fully automatic pipeline
with a cascade generator.

The object selection algorithm applies a generative model, which is trained
with supervision of labeled room functions, to find the hidden relationship
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Fig. 1. Algorithm pipeline. Our data-driven algorithm suggests objects to be selected
and their placements, based on the room geometry, placements of doors and windows,
as well as the room function.

between room functions and individual objects. As a result, a set of objects, with
randomness (which is supplied by random variables in the generative model) is
provided to the forthcoming placement step.

The object placement algorithm combines a group of criteria, including the
context relativity and empirical criteria proposed by designers we interviewed.
The criteria are then combined into a Bayesian model, which can be solved with
random programming.

2.2 Data Collection and Annotation

Existing works in 3D modeling and synthesizing have released an adequate num-
ber of indoor scenes. SUN3D [13] and Stanford Scene Dataset [6] are representa-
tives among them. However they both have some drawbacks incorporating our
learning task. SUN3D contains rooms collected with RGB-D sensors, but only a
few number of rooms are provided with semantic labels. Stanford scene dataset
includes rooms designed by users and it has supported many works on context
modeling, however as we interviewed the professional designers, they have some
drawbacks in design: (1) A large proportion of the rooms are designed carelessly,
as they include either layouts either too sparse or too dense (Fig. 2(a) and (b)),
which may cause the resulting scene to be too sparse or dense consequently by
context matching. (2) Most of the scenes are provided without a door or window
(Fig. 2(c) and (d)), which makes it hard to model context relativity between
objects and windows or doors.

To overcome such drawbacks, we built our own datasets with Autodesk
Revit [2] BIM (Building Information Management) projects (Fig. 3(a)) provided
by the designers, which includes 6 houses with 37 realistic rooms. We also added
user-designed rooms extracted from a PC Game, the Sims 4 [14] (Fig. 3(b)),
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Fig. 2. Typical low-quality cases in Stanford Scene Dataset. (a) Too dense layout. (b)
Too sparse layout. (c) (d) Rooms without doors or windows.

where users design their houses with both aesthetics and usability considera-
tions and update them to the workshop for online sharing. We included 60 lots
and 945 rooms with multiple functions from the game. Both data sources have
provided rich metadata, with semantic categories of objects. We labeled function
surfaces (e.g. a TV is functional from its front, and a square table is functional
from all of its 4 orthogonal orientations) and movability (e.g. a chair is easy to
move and a bed is hard to) for each category. We also label each room based
on its functions (e.g. kitchen, public gym, etc.), here multiple functional labels
on a single room are also supported, to model special cases such as integrated
kitchens.

Fig. 3. Typical cases in our database. (a) BIM projects provided by professional indoor
designers. (b) User-generated lots in the Sims 4.
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3 Object Selection Based on Topic Model

Different from aforementioned work in open world synthesis [12] which used
empirical hard-code generative models for each scene category, we aim to use a
single general model for all room functions, which is trained from our dataset
and free from empirical rules. We get our inspiration from topic modeling in bag-
of-words model in natural language processing [15], which aims to find hidden
topics among words and documents. Generative models [16] are applied in recent
works in topic modelling, for the purpose of parameterization, which fits our
work very well, as it not only models the hidden relationships between topics
and words, but also models the generative process in a probabilistic approach,
which provides randomness to our generation.

3.1 Learning a Supervised Topic Model for Model Selection

A supervised topic modeling approach, labeled LDA [17], is employed in our
work, to incorporate the supervision from room functions. Analogies are made
as shown in Table 1.

Table 1. Analogies we made between labeled LDA [17] and our model.

Concept in Labeled LDA Concept in our work Symbol

Document Room D = {d1, d2, . . .}
Labels of a document Functions of a room Λ(d) = [Λ

(d)
1 , Λ

(d)
2 , . . . ΛK ]T

Topic distribution of a
document

Function distribution of
a room

θ(d) = [θ
(d)
1 , θ

(d)
2 , . . . , θ

(d)
K ]T

Words in a document Objects in a room w(d) = {w(d)
1 , w

(d)
2 , . . . w

(d)
Nd

}

For each training room in D = {d1, d2, . . .}, it is represented by a tuple d

with a list of objects w(d) = {w
(d)
1 , w

(d)
2 , . . . , w

(d)
Nd

} and a function existence vector

Λ(d) = [Λ(d)
1 , Λ

(d)
2 , . . . Λ

(d)
K ], with a length of K, which is the number of all unique

functions, where

l
(d)
i =

{
1, i-th unique function is included in room d.
0, otherwise

(1)

Then a detailed plate notation for the generative model is thus shown in Fig. 4
with following steps:

1. For each function Λk, generate φk = [φk,1, φk,2, . . . , φk,V ]T using Dirichlet
prior φk ∼ Dirichlet(·|β), which represents how objects are to be generated
under this function.

2. For each room d,
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Fig. 4. Plate notation of our generative model.

(a) For each function in the room, generate Λ
(d)
k ∼ Bernoulli(·|φk), where

φk denotes the prior probability for each function, to generate function
existence of each room.

(b) For each function in the room, generate θ
(d)
k with Dirichlet prior inte-

grated with function existence θ
(d)
k ∼ Dirichlet(·|α)Λ(d)

k , which denotes
the distribution of each function in the room, constrained by the function
existence.

(c) For each object w
(d)
i in the room:

i. Generate a function z
(d)
w with prior possibility of Multinomial(·|θ(d)k ),

which is the function that the object is generated from.
ii. Generate an object wi with prior possibility of Multinomial(·|φ

z
(d)
w

),
which generates the object with the guidance of the function.

Note that the label existence indicators Λ
(d)
k are observed variables in the

model, the model has the same structure as the original LDA [16]. Thus it can
be solved with the same solver based on collapsed Gibbs sampling [18].

3.2 Randomness-Aware Objects Selection

With the help of the generative model, the relationship between room functions
and objects are modeled. As a result, we can simply apply a generative model
to select a group of objects with a given distribution of functions θ(d). However
the generative model has introduced too much randomness into model selection
in our experiments, for example, it often selects too many chairs pairing a single
dining table. Accordingly, we introduced a randomness-aware method, to control
the randomness of object selection with a simple parameter.

As shown in the generative model, it has an expectation of E(n(d)
w ) = Ndφθ(d)

and uncertainty σ(n(d)
w ) =

√
Nd(φθ(d)) ◦ (1 − φθ(d)) for selecting n

(d)
w instances

of object w, as all the Nd objects are generated independently. Here ◦ denotes
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the Hadamard product, and φ denotes the matrix formed by all the φk in the
generative model.

To control the randomness of generating objects, we instead of generating Nd

objects as shown in the original model, we generate tNd objects, where t is the
controlling factor for randomness. After the sampling process, we add a post-
processing step, which assigns n

(d)
w := round(n(d)

w /t). The method reduces the
uncertainty to σ(n(d)

w ) =
√

Nd(φθ(d)) ◦ (1 − φθ(d))/t while keeping the expecta-
tion. In our implementation, we set t = 1.75.

The final algorithm uses the following steps for an input room d and distri-
bution of room functions θ(d):

1. Generate Nd ∼ SGaussian(μ, σ), where S is the input room:
2. For each i in 1, 2, . . . , tNd:

(a) Sample a function z
(d)
w , with prior possibility of Multinomial(·|θ(d)k ).

(b) Sample an object wi with prior possibility of Multinomial(·|φ
z
(d)
w

).

3. For each object w which is sampled with n
(d)
w instances, keep round(n(d)

w /t)
instances and discard others.

4 Bayesian Framework on Object Placement

As discussed earlier, a satisfying placement of all objects selected must satisfy
criteria not only on aesthetics to generate visually pleasing objects, but also
usability, to allow users of the open world interact with the objects placed. This
section will discuss how the criteria are incorporated and introduce the criteria
added to the system.

4.1 Bayesian Formulation

To incorporate several desired criteria, including aesthetics, usability as well as
context relativity, the object placement problem is formulated with a Bayesian
framework. Then we can infer the Maximum a Posteriori (MAP) solution of
state variables, thus to get an optimal solution. Here we model x = {xi} =
{(pi, ri, oi)}, (where pi, ri are the position and orientation of i-th object) given
the observation z, which is a tuple including the shape of the room, the selected
objects and the set of fixed objects (doors and windows). An optimal solution
can thus be written as :

x̂ = arg max
x

P (x|z) = arg max
x

P (z|x)P (x) (2)

As shown in the equation, the criteria are split into two parts: a likelihood
model, noted as P (z|x), measures the quality of the placement described by x,
and a prior model P (x), measures the availability of a placement.
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4.2 Likelihood Model

Much like existing works [10], we proposed some simple hand-craft rules accord-
ing to suggestions by professional designers. To make the algorithm usable in
open world cases, the criteria should be light-weighted in computation, to sup-
port faster optimization.

We model the likelihood as an exponential distribution:

P (z|x) ∝ exp(λaCa + λuCu + λsCs + λfCf ) (3)

Here Ca, Cu, Cs, Cf are criteria for object alignment, placement uniformity,
free space and functionality.

The criteria are defined as following:

Object alignment. Real-world human as well as designers tend to align objects
together: desks in aligned rows in offices, bed and bedside cabinet against wall,
etc. As a result, we added an object alignment term,

Ca =
∑
i

∑
j �=i

Ca(xi, xj),where

Ca(xi, xj) =

{
0,bounding boxes of object i and j are not parallel
(εa + da(xi, xj)2)−1, otherwise

(4)

Here da(xi, xj) is the distance between nearest parallel pair of surfaces in the
bounding boxes of object i and object j. We only involve bounding boxes surfaces
perpendicular to the ground in the computation of the criterion.

Placement uniformity, which tends to distribute objects in the room, to make
the placement balanced. Inspired by the repulsive term in force-directed graph
drawing [19], we simply encourage objects to be placed far from each other:

Cu =
∑
i

∑
j �=i

(1 + exp(wu(−||pi − pj || + εu))) (5)

Note this criterion also pushes objects that should be placed in close proximity
(e.g. tables and chairs) away from each other, it should be balanced by relativity
in the prior model.

Free space. A good placement should leave enough space for user activities or
for new objects to be further placed. This term is defined as the area of the
maximum axis-aligned rectangle in Ωfree = Ωroom − ∩iΩi, where Ωroom denotes
the area of the room and Ωi denotes the projected area from the i-th object to
the floor.
Functionality. To guarantee that the users can interact with objects in the
room, some import functional surfaces are defined to each category, to make
sure that the surfaces not to be covered. As a result, we define

Cf =
∑
i

Ūij (6)
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Here Uij denotes the usability of j-th functional surface of i-th object, which is
set to 1 if the surface is not obstructed, or 1 − mi if the surface is obstructed by
an object i with a movability of mi.

4.3 Prior Model

We define the prior model as:

P (x) = P (x1, x2, . . . , xn) = (P (x1, x2, . . . , xn)n)
1
n

=

(∏
i

(P (xi)P (x1, x2, . . . xi−1, xi+1, . . . xn|xi))

) 1
n

≈
⎛
⎝∏

i

⎛
⎝P (xi)

∏
j �=i

P (xj |xi)

⎞
⎠

⎞
⎠

1
n

=

⎛
⎝∏

i

⎛
⎝P (pi)P (ri)

∏
j �=i

P (xj |xi)

⎞
⎠

⎞
⎠

1
n

(7)

Here to avoid any bias to be introduced, we set P (pi) as a uniform distribution
on anywhere the placement is available, such as tables on the floor, paintings on
the wall, etc. P (ri) is set to 1 given it is placed orthogonally and 0.02 given it is
placed diagonally, to encourage an orthogonal layout, which is a most common
layout pattern in indoor design. For fixed objects such as doors or windows, we
set P (x) = 1 if it is placed exactly on the fixed place, and 0 otherwise.

The rest of the equation denotes the context relativity learned from the input
dataset. A massive number of works [20] utilized methods such as graph-based
models for modeling the context relativity. However, to save the computation
cost for the evaluation, we use only binary relationships P (xj |xi) here. Here
we model P (xj |xi) = P (xj |xi, wi, wj), where wi, wj are semantic categories of
objects i and j. We also include fixed objects in the room such as walls, win-
dows and doors in the set {x1, x2, . . . , xn} in the context model. The model is
thus fitted with a Gaussian mixture model, where the number of mixtures is
determined with the Elbow method [21].

5 MCMC-Based Solver

We employed Markov Chain Monte Carlo, which is a widely used solver for high-
dimensional and non-convex optimization for object placement. It attempts to
find the x in the state space with maximum likelihood of a distribution π(x),
which is the MAP P (x|z) in our case. Its basic strategy is to explore the state
space of x with a Markov chain mechanism, which generates a sequence x1,x2 . . .
to get to a stationary distribution of xk, which converges to arg maxxk π(xk).
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Our solver is based on Metropolis-Hastings (MH) algorithm, which uses a
proposal function q(x|xk) to sample a candidate x∗ with a given xk. The effi-
ciency of a Metropolis-Hastings-based algorithm is largely depends on how the
proposal function q(x|xk) is designed.

5.1 Formulation of the Proposal Function

To make the MCMC converge quickly to an optimal value and avoid sticking
at local optimum, we design the proposal function as a mixture of (1) a local
proposal function ql which fine-tunes the solver state, and a global proposal
function qg to discover the whole state space to overcome the obstacle of local
maxima. The final proposal function is thus defined as:

q(x|xk) = λlql(x|xk) + λgqg(x|xk) (8)

Each time we sample a candidate x∗, we only try to apply a linear transform
to a subset of objects, to simplify the evaluation and sampling of the proposal
functions. We try to select the objects to be moved with neighborhood infor-
mation, accordingly we take the following steps for choosing the objects to be
moved:

1. Select a random object w from all the objects in the room, with equal possi-
bilities.

2. Sample K ∼ Poisson(1) to determine how many extra objects are involved in
the proposal.

3. Sample K nearest neighbours that share the same positional constraints with
object w, e.g. both a painting and a mirror share the positional constraint
that they can only be placed on the wall.

With these steps, we selected a local neighborhood from the scene, where we
note the indexes of the selected objects as i1, i2, . . . , iK+1.

5.2 Local and Global Proposals

To search in the space locally, we randomly choose ql(x|xk) as one of the following
each time we try to sample x∗:
Translation proposal, which is defined based on random-ray sampling [22]:

1. Sample a random unit vector e as the orient of transition. Sample a random
group of u1, u2 . . . uS under a uniform distribution. A set of transition vectors
is thus generated as ts = eus. For each object ik selected, we set pik,s =
pkik,s + ts. The candidate set {xs} is thus generated.

2. Sample a x∗ from the candidate set, with a probability proportional to π(xs)
for each xs in the candidate set.

3. Compute the Metropolis ratio to decide whether to accept this sample.
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Rotation proposal, which is sampled with the orientation prior P (ri). It sam-
ples to rotate all the selected objects with a multiplier of 45◦.

The global proposal tries to adjust the current state with a strong distur-
bance. Here we randomly choose qg(x|xk) as one of the following each time we
try to sample x∗:
Translation proposal, which is defined similar to that in the local proposal,
however the transition vector is sampled with a uniform distribution over a
regular grid, to allow long movements of the objects selected.
Swap proposal, which randomly selects another set of objects j1, j2, . . . , jK+1,
and we pairwise swap the placements of objects ik and jk.
Suspension proposal, which is only available for objects hanging on walls. It
takes the objects off the wall and hang them onto another random wall with
random placement.

With these proposals, a single MCMC chain can converge within 10 s in most
cases. With a parallel multi-chain optimization, the time consumed can be cut
to 4 s with 8 parallel threads.

6 Results

In this section, we show the effectiveness of our algorithm. The effectiveness is
shown in two aspects: (1) It can generate diverse room designs with different
keywords on functions. With different weighting on room functions, the room
can emphasize different functions. (2) The layouts generated is visually pleasing
comparing to existing datasets designed by amateur users.

6.1 Generating Diverse Room Designs

Our layout can generate diverse room designs with diverse keywords. To show the
effectiveness of our algorithm under various detail level of labeling, we labeled
each room in the training dataset with the following two function sets:

– Function set A that uses rough descriptive words, such as kitchen, bathroom,
etc.

– Function set B that uses detailed activity-centric words, such as chatting,
watch TV, etc.

It is obvious that labeling the dataset with function set B requires more effort
than function set A.

With function set A, our algorithm can generate some well-formed results,
Fig. 5 shows the results generated by our algorithm with functions “restroom”,
“meeting room”, “bedroom”, as well as mixed functions “dining room” and
“kitchen”. The results show that the algorithm is effective in generating room
designs. However some details on object placement are still not satisfying enough.
For example, placing the towel rack in Fig. 5(a) near the shower might be a better
solution.



Automatic Data-Driven Room Design Generation 145

Fig. 5. The results generated with function (a) “restroom”, (b) “meeting room”, (c)
“bedroom”, as well as (d) mixed functions “dining room” and “kitchen”.

Given a more detailed function set B, we can generate diverge room design
with different weights of different functions, which can help developers to gener-
ate a variety of random rooms with different objects placed in the room. Figure 6
shows the rooms generated with different weights of different functions.

6.2 Comparison to Existing Room Design Dataset

We compared room designs generated by our algorithm with Stanford Scene
Dataset, which was synthesized by amateur users. We sampled 15 rooms from the
Stanford Scene Dataset. For each room, we labeled its functions and generated
a room with the same set functions. 7 volunteers are invited to rate each pair of

Fig. 6. The results generated with different weights over a combination of functions.
Layout on the left side has a higher weight on room function “relaxation”, while layout
on the right side has higher weight on room function “study”.
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rooms in a 5-point Likert scale. To make the comparison fair, we used the same
textures for floors and walls to our results in these rooms in our evaluation.
Rooms generated by our algorithm averaged 3.35, while rooms selected from
Stanford Scene Dataset averaged 2.70 in this test. We analyzed user’s preference
level with paired t-test, and it shows that the rooms generated by our algorithm
are significantly more preferred, at a significance level of p < 0.05.

7 Conclusion and Discussion

In this work, we developed a novel method for automatic room design. Our
method uses a cascade generator, which splits the generative process into object
selection and placement. A data-driven method is proposed, and with the assis-
tance of some empirical criteria, the method achieves a certain level of access.
The system can also be augmented in a number of ways, such as replacing algo-
rithm for each step with interactive design, designing a room with some fixed
furniture that have already been placed, etc.

However, we can still list several limitations of this work:

– The algorithm only solves the room design problems in unidirectional steps.
Even if we discovered an object cannot be placed with a satisfying layout in
a room, the method does not try to modify the selected object set, which
causes unsatisfactory layouts in some cases. In future work, we plan to utilize
a joint model to solve the problems.

– Generative model generates each object independently, which does not take
relationship among the objects into consideration, causing some strange com-
binations of the objects in some cases, such as “sofa and dining table” with
given labels of “chatting and dining”. It could be solved by introducing an
extra topic hierarchy in the topic model [23].

– The empirical criteria are defined with empirical suggestions by professional
designers, however the criteria lacks support in the absence of a quantitative
study. Convolutional network [24], which is a powerful tool in image-based
visual task, can also be used as a criterion, comparing these techniques would
be interesting.
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Abstract. Images generally contain rich visual information that can be
decomposed into edges and textures. Particularly, human beings are more
sensitive to edge information. However, it is difficult to separate edges
from textures since they are tough to be differentiated by computers. In
this paper, we provide a novel learning-based bilateral filter to effectively
remove textures from the image. Firstly, edge features are extracted as
the guidance image through structured forests learning method. Then
the guidance image with very rough edge features needs to be optimized.
Finally, the joint bilateral filter is applied to produce the filtered result
according to the input image and the optimized guidance image. Com-
paring with some previous approaches, our method is simpler and faster,
as well as more effective in preserving edge structures and removing
textures.

Keywords: Bilateral filter · Texture smoothing · Structure preserving

1 Introduction

Images usually have edges and textures, which carry rich information in regard
to human perception. According to psychology, edges can capture the structures
which are the principal information for human visual perception. Therefore,
the structure-preserving filtering is widely used to smooth photographic images
while preserving significant edges. Many applications choose to use it because
of its simplicity, adaptability and extensibility. The applications include image
segmentation, object recognition, detail enhancement and so on. Therefore sep-
arating edges from textures plays an important role in computer vision and
computational photography.

Recently, many researchers have developed a variety of methods in filtering
textures while preserving edge structures. Many of the existing texture filter-
ing methods [1–3] are based on local filtering which relies on pixel gradients
to distinguish edges and textures because the gradient methods are intuitive
and simple to use. However, they are often ill-equipped to separate edges from
textures due to that there is no explicit measurement to differentiate the two.
c© Springer International Publishing AG 2017
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https://doi.org/10.1007/978-3-319-69487-0_11
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On the other hand, the optimization-based [4,5], and patch-based approaches
[6] are also employed, which are specifically designed to deal with textures and
thus perform well in terms of texture removal. However, almost all the methods
above have additional level of complexity and sophistication, which makes them
hard to implement and accelerate.

In this paper, we present a novel and efficient learning-based method for
structure preserving. Our contributions are in the following:

– We extract edge features using structured forests learning strategy which is
proposed by [7], then enhancing edge features and removing noises using a
non-linear equation, whose result is to be used as a weighted image that
balances the structure preserving and texture removal.

– Two filters of different sizes are applied to produce blurry images with various
levels. The larger filter is used to remove textures while the smaller filter is
used to preserve structures. Final guidance image is produced by interpolating
the two blurry images using the weighted image mentioned above.

2 Related Work

Structure preserving filter is an important filter which can remove textures of
an image while preserving its structures, so lots of methods are developed based
on different strategies. However, the goal of all the methods is similar that is
to preserve structures. Average-based methods and optimization-based methods
are the two major categories in structure preserving filters. Recently, the patch-
based method is proposed. We will briefly discuss these relevant studies in this
section.

2.1 Average-Based Filter

The average-based filter is also called local filtering [8] due to the fact that it
considers the local variation of pixels. Each pixel’s value of the output image is
computed by the weighted average of its neighborhood. So how to compute the
weight of pixels is the essential problem. Average-based filters include bilateral
filter [9,10], guided filter [11], geodesic filter [12], etc. These methods obtain
different types of affinity between neighboring pixel pairs by contrasting color
difference.

Bilateral filter is one of the most widely used non-linear, edge preserving
operators for image smoothing and decomposition. It convolves a filter of weights
with each grid cell and its neighbours in an image. However, these average-based
filters cannot handle texture images since their scale of color variation may not
be small.

Moreover, several methods use a guidance image within the joint bilateral
filter to preserve edges, our approach is similar to this concept. However, we
do not use the traditional methods such as mRTV that is proposed by [2], but
taking advantage of learning strategy to generate the guidance image.



An Efficient Learning-Based Bilateral Texture Filter for Structure Preserving 151

2.2 Optimization-Based Filter

Many robust optimization-based approaches have also been developed, such
as total variation [13] and L0 gradient minimization [4]. Optimization-based
approaches generally use global optimization. First, it needs to design an energy
function, which consists of two terms: the data term and the smoothness term.
The data term is used to measure the similarity between input and output
images. The smoothness term is used to remove noises or textures. Second, it
needs to find out the best solution according to the energy function. There-
fore, designing the energy function and solving it are the essential part in
optimization-based filter methods.

2.3 Patch-Based Filter

Recently, several patch-based approaches were proposed. Karacan et al. [6] pro-
posed a patch-based texture removal algorithm that uses the similarity mea-
sures based on a region covariance descriptor. Comparing with the conventional
pixel-based methods, it uses patches to enable a more accurate description and
identification of texture features, leading to a better performance in structure
preserving. However, the path-based method can make some edges jagged due
to path shift. Instead of patch shift, our method uses two filters of different sizes
to preserve small structures.

3 Learning-Based Bilateral Texture Filter

Our method is simple, fast and effective which we will introduce in detail in the
following sections. Section 3.1 introduces our algorithm. Section 3.2 illustrates
how to generate modified edge features. Section 3.3 describes how to apply the
joint bilateral filter to produce the output image.

Algorithm 1. Learning-based Bilateral Texture Filter
1: Input: image I, filter size c, k (c < k), iteration number niter

2: Output: image J
3: S ← Structured Forests method
4: W ← Apply non-linear equation (Eq. 1) to each pixel of S
5: for t = 0 to niter − 1 do
6: B0 ← Uniform blurring of I (filter size c×c)
7: B1 ← Uniform blurring of I (filter size k×k)
8: G ← (1 − W ) ◦ B0 + W ◦ B1 (◦ is the element-wise multiplication)
9: J ← Joint bilateral filter (Input I, guidance image G)

10: I ← J
11: end for
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3.1 Algorithm Overview

Our algorithm steps are as follows: Given an image I, the first step is using the
Structured Forests (SF) method [7] to create an edge feature image S. Then a
non-linear equation (Eq. 1) is applied to S to generate a weighted image W that
can remove most of the noises and preserve structures. Next, we use two filters
to produce different level of blurry images, which are described at line 6 to 7
in Algorithm 1. Optimized guidance image G is calculated through blending the
two blurry images taking advantage of W . Finally, output image J is obtained
by the joint bilateral filter using G as the guidance image. J is assigned to I as
an input image for next iteration.

(a) Input image (b) BTF edge heat map (c) BTF guidance image

(d) SF edge extraction (e) Our edge heat map (f) Our guidance image

Fig. 1. We compare our method with BTF [2]. (a) is the input image. (d) is the edge
extraction by the SF method [7]. (b) and (e) are edge heat map images for visualization.
(c) and (f) are the BTF guidance image and our guidance image respectively.

3.2 Optimized Structured Forests Guidance Image

We use the Structured Forests learning method [7] to generate the approximate
edge features as shown in Fig. 1(d). As we can see, the image has many noises
and the edge is not very clear. So we use the non-linear equation to enhance
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edges and remove noises. We are inspired by [2], in this paper, the authors
use the non-linear equation to enhance the features and reduce the noises. We
slightly modified the equation and it performs well in our method. The equation
is defined as:

W = 2
(

1
1 + exp(−αS)

− 0.5
)

(1)

In Eq. (1), S is the edge features produced by the Structured Forests method.
W is the result. α is the parameter which controls the edge enhancement, the
larger α is, the more significant the effect of edge strengthening is. Through
many experiments, we found α = 0.02 is acceptable for all images.

In order to compare the edge extraction with the previous method, we convert
W to a heat map image which is shown in Fig. 1(e). We compare our heat map
image with BTF [2] in Fig. 1(b). The BTF method does not remove textures well
and the edges are not clear, while our method produces much clear structure
image that can generate a better guidance image, which is shown in Fig. 1(f).

3.3 Joint Bilateral Filter

Bilateral filter is the most fundamental edge preserving operator which can
smooth image and reduce noises. It calculates the pixel value of an output
image using the weighted average of nearby pixels in the input image, which
is defined as:

Jp =
1
kp

∑
q∈Ωp

f(‖q − p‖)g(‖Iq − Ip‖)Iq (2)

In Eq. (2), I is input image, J is output image, p, q are pixel indices and Ωp

is a patch centered at p. The output Jp at pixel p is a weighted average of Iq in
the patch Ωp. The spatial kernel f and the range kernel g are typically Gaussian
functions, they are defined as Eqs. (3) and (4),

f(‖q − p‖) = exp
(

− (xq − xp)2 + (yq − yp)2

2σ2
s

)
(3)

g(‖Iq − Ip‖) = exp
(

−‖Iq − Ip‖2
2σ2

r

)
(4)

where x and y represent the position of the pixel. The closer the Euclidean
distance between p and q, the greater the weight of q is; the more similar the
colors are, the greater the weight of q is. kp is a normalization term written as:

kp =
∑

q∈Ωp

f(‖q − p‖)g(‖Iq − Ip‖) (5)

This non-linear weighting equation (Eq. 2) enables bilateral filter to blur
small-scale intensity variations while preserving edges. However, the bilateral
filter cannot deal with the texture images where their scale of color variation
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may be large. Therefore, we substitute the guidance image Gq −Gp for the input
image Iq − Ip in range filter g. The joint bilateral filter is written as follows:

Jp =
1
kp

∑
q∈Ωp

f(‖q − p‖)g(‖Gq − Gp‖)Iq (6)

This is a texture-filtering variant of Eq. (2), and it depends heavily on the
design of G, which is also called guidance image in the context of joint bilateral
filtering [14]. The guidance image G is yielded by line 8 of Algorithm1, which
has an important effect on the filtered result. Because our guidance image is
generated by two images of different level of blur using W as the weighted
value, small structures are preserved and textures are smoothed well, as shown
in Fig. 1(f). If pixels of textures in the guidance image are similar, they will be
smoothed away due to a large weight in range filter g(‖Gq − Gp‖). Therefore,
our guidance image makes a great contribution in distinguishing structures and
textures.

(a) Input image (b) k=5,c=3,iter=2 (c) k=5,c=3,iter=3 (d) k=5,c=3,iter=4

(e) k=7,c=3,iter=3 (f) k=7,c=3,iter=4 (g) k=7,c=5,iter=3 (h) k=7,c=5,iter=4

Fig. 2. Results with various parameter setting
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4 Results and Comparisons

4.1 Parameter Setting

Our method mainly has three parameters, which are the larger filter size k, the
smaller filter size c, and the iteration number n. The larger filter size k is related
to the texture size that we want to remove. However, with the larger size k,
the structure is blurred more easily. The smaller filter size c determines how
small the scale of structure is to be preserved. Another parameter is n. When
n is too large, image is over smoothed, when n is too small, image may be not
smoothed enough. In our experiments, the flattened image is respectable and
the computational time is acceptable with k = 5 or 7, c = 3 and n = 2 or 3.
Figure 2 shows the different effect with various parameters.

The joint bilateral filter is set as the same as the original method of Cho
et al. [2], σr is set to 0.05 × √

c, c is the number of channels, σs is set to k − 1,
where k is the larger filter size.

(a) Input (b) BTF

(c) SBF (d) Ours

Fig. 3. Compare our method with BTF [2] and SBF [3]

4.2 Comparison

To evaluate the performance of our method, we implemented some previous
state-of-art methods for comparison, including BTF [2] and SBF [3], as shown
in Fig. 3. Figure 3(b), this image is produced by BTF, which has some jagged
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(a) Input image

Resolution: 400×320

(b) k=5, iter=2

BTF 1.23 sec

(c) k=5, iter=2

SBF 1.25 sec

(d) k=5, c=3, iter=2

Ours 1.31 sec

(e) Input image

Resolution: 500×500

(f) k=5, iter=2

BTF 2.24 sec

(g) k=5, iter=2

SBF 2.38 sec

(h) k=5, c=3, iter=2

Ours 2.11 sec

(i) Input image

Resolution: 758×651

(j) k=5, iter=2

BTF 4.31 sec

(k) k=5, iter=2

SBF 4.82 sec

(l) k=5, c=3, iter=2

Ours 3.52 sec

Fig. 4. Compare our method with BTF [2] and SBF [3] in quality and efficiency
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edges and the textures are not removed well. Figure 3(c) is generated by SBF,
which is blurry in edges and it is hard to distinguish between edges and textures.
Figure 3(d) shows our result, which is more clear in edge preserving.

In order to compare our efficiency with the previous method. We test all the
methods on a machine with Intel Core I7 2.2 GHz CPU and 16G RAM. The
comparative result is shown in Fig. 4. We found that when the input image has
low resolution, the time cost of our method is similar to the other two, as shown
in Fig. 4(a)–(d). Moreover, when the input image has medium or high resolution,
our method is faster than other two methods, which is shown in Fig. 4(e)–(l).
This is because we produce the optimized edge features at first, and it does not
need to be modified in the iterations, while other methods calculate different
a guidance image in each iteration. When the dimension of the input image
becomes larger, it would cost more time.

5 Conclusion and Future Work

In this paper, we proposed a learning-based bilateral texture filter to remove
texture patterns and preserve structures. Our method is simple and fast, as well
as effective. The major contributions are two-fold: On the one hand, we applied
the SF method to produce learning-based edge structure image as the guidance
image in joint bilateral filter. The SF method is very time efficient in iteration
due to the fact that the algorithm is real-time and only needs to run once. On the
other hand, we take advantage of two filters of different sizes to remove textures
and preserve edges. The size of the filters could be set to various values by users
according to different input images to achieve better performance.

Future work includes improving the learning method such as using convo-
lutional neural network, which can understand the semantic meanings of the
images and extract different level of feature maps better, to produce better edge
features. In addition, we will focus on reducing the parameter settings to decrease
user intervention, for example, the filter size can be set automatically according
to edge feature extraction.
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Abstract. In the field of scientific visualization, 3D manipulation is a funda-
mental task for many different scientific datasets, such as particle data in physics
and astronomy, fluid data in aerography, and structured data in medical science.
Current researches show that large multi-touch interactive displays serve as a
promising device providing numerous significant advantages for displaying and
manipulating scientific data. Those benefits of direct-touch devices motivate us to
use touch-based interaction techniques to explore scientific 3D data. However,
manipulating object in 3D space via 2D touch input devices is challenging for
precise control. Therefore, we present a novel multi-touch approach for manip-
ulating structured objects in 3D visualization space, based onmulti-touch gestures
and an extra axis for the assistance. Our method supports 7-DOF manipulations.
Moreover, with the help from the extra axis and depth hints, users can have better
control of the interactions. We report on a user study to make comparisons
between our method and standard mouse-based 2D interface. We show in this
work that touch-based interactive displays can be more effective when applied to
complex problems if the interactive visualizations and interactions are designed
appropriately.

Keywords: Direct-touch interaction � 3D manipulation � Multi-touch gesture

1 Introduction

Scientific visualization focuses on the comprehension of many different scientific
datasets, such as particle data in physics and astronomy, fluid data in aerography, and
structured data in medical science. By effectively exploring and interacting with data,
scientists can understand, clarify, and gain insight from their dataset. Large multi-touch
interactive displays have become commonplace in our daily life as a promising device,
as it provides numerous significant advantages for displaying and manipulating sci-
entific data. For instance, the large size and high-resolution screen for visualizing
scientific data [1], the extra input bandwidth provided by multi-points [2] and the
somesthetic perception feedback that offers users the sense of control of their data [3].
There is also great potential for direct-touch interaction to promote the process of
scientific visualization, as it can meet the need of direct manipulation on the data rather
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than being restricted to traditional indirect mouse/keyboard-based interaction in
desktop environments. Those benefits of direct-touch devices motivate us to take full
advantage of them to build a more intuitive touch interaction of scientific 3D data.

3D manipulation is the fundamental task for scientific visualization. Unlike the
touch interaction of 2D data, interacting with 3D data in a virtual 3D world using a 2D
multi-touch display is a tough and challenging task that demands an instinctive map-
ping from 2D touch input to 3D manipulation. For positioning tasks, the absence of
depth information makes it complicated for users to translate the object along the depth
direction. For orienting tasks, it is even harder for users to determine the rotation angles
respectively for each of the three axes let alone defining the rotation center in a 3D
space. Conventionally, 2D interfaces such as mouse typically uses 3D widgets or
combinations of mouse and keyboard to manipulate the 3D models. However, these
interactions are indirect. Besides, 3D widgets in system control mode is not suggested
for the touch-based large screen since it is difficult for users to reach the menu or
buttons on a large screen. In contrast, multi-touch devices provide the possibilities to
accomplish different exploration tasks by multi-touch gestures. Most of the previous
works [2, 4, 5] introduced the basic interactions of 3D manipulation, but to place and
orient a 3D object correctly is still difficult.

Previous works have proven that the touch interaction facilitates precise control
over 3D particle space [3]. In this work, we focus on the interactions of the structured
3D model, which have even higher requirements in terms of the precision of the
manipulations. We present a novel multi-touch approach for positioning and orienting
structured models in 3D visualization spaces, which combines multi-touch gestures and
an additional assistant axis. Our method supports 7-DOF manipulation (translation
along the x-/y-/z-axis, rotation around x-/y-/z-axis, and uniform zoom), two free
rotation modes (trackball rotation and rotation around user-defined center), and
viewpoint control to view and manipulate 3D models from different viewpoints. We
evaluate our method by a user study, with a controlled experiment of eight independent
interaction tasks and one complex integrated task.

2 Related Work

The sense of touch is significant in human-computer interaction (HCI) for its somes-
thetic capabilities [6]. Thus, enabling touch interaction with scientific visualization is
essential. Interaction in scientific visualization is unique in HCI domains for complex
analysis tasks and datasets [7]. The challenge of touch interaction in scientific visual-
ization is defining an instinctive mapping from 2D touch input to 3D manipulation [1].

Several researchers and tool developers have addressed this challenge of 2D-to-3D
mapping, and their work gave us some inspiration. Based on the de facto standard
technique RST for manipulating 2D data [8], Screen-space technique extended it into
3D manipulation which controls the 6 DOF in an integral way with three or more
fingers [9]. We have benefited a lot from this technique. The Z-technique [4] for
performing depth positioning by adding another finger can be considered as a baseline
for designing intuitive 3D position interactions. Other techniques like the Sticky tools
designed full 6-DOF interactions by dividing the DOFs of 3D manipulation tasks [10].
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Depth-Separated Screen Space (DS3) [11] extended the concept of separation DOFs
which consisted of the Z-technique [4] to control translation and Screen-space tech-
nique to control rotation. Studies like Sticky Tools [10] and DS3 [11] pointed out that
by separating the degrees of freedom, the RST technique can perform better, from
which we derived our work. Besides, the work of Mendes [12] inspires us to provide
unconstrained viewing angles for interactions which most researches did not involve in.
Eden, a professional multi-touch tool, was designed for constructing virtual organic
environments that used conjoined touch instead of single touch to differentiate inter-
actions [5]. Yu et al. [3] proposed a frame-based touch interaction for manipulating
astronomy particle data in 7-DOF, with the assistant of the frame they allowed full
7-DOF manipulations using one or dual touch input. FI3D focused on the scientific
exploration of particle data in astronomy and supported the manipulation of the data as
a whole rather than specific objects in the scene. When there are multiple structured 3D
models in the scene, the interactions of FI3D will be inappropriate. We learned from
the lessons of the mentioned works and made improvements.

3 Proposed Approach

3.1 Design Goals

To overcome the challenges presented above, we developed a number of supplemen-
tary goals so as to help us design better interactions for users to manipulate the 3D
structured model. We designed our method to:

G1: support all 7-DOF for 3D manipulations,
G2: provide constrained manipulations as well as free manipulations,
G3: enable users to define rotation center in 3D space,
G4: provide extra depth hints for precise manipulations,
G5: provide unconstrained viewing angles for interactions,
G6: design sophisticated interactions without influencing the usability of the basic
interactions,
G7: ensure a smooth switch between different types of interactions,
G8: construct clear and intuitive gestures, and
G9: be more effective than standard 2D interface when applied to complex
problems.

In the following subsection, we state the method we use to achieve the above goals.
We discuss how instinctive mappings from 2D input to 3D manipulations have been
developed and introduce the user controlled axis tool and gestures that are designed for
interacting with the 3D model.

3.2 Interactions Design for 3D Model Manipulation

Our method supports eleven operations for interacting with the 3D model, and these
operations are realized by a user controlled axis tool and a set of elaborately designed
gestures. Figure 1 shows a screenshot of rotating the object about the x-axis. Note that
we use the shadow to provide depth hint (G4).
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User Controlled Axis Tool. We provide an additional user controlled axis for the
following three reasons:

1. To avoid the use of system control mode metaphors, the axis appears only when
users trigger it by dedicated gestures.

2. We are able to construct a set of intuitive and uniform gestures for the interactions
based on the tool (G6, G7, G8).

3. Unlike the extra frame in FI3D [3], having an axis next to the object is a better
choice since it is easy to reach and understand for manipulation.

Gestures Design. Based on the use of axis tool, aseries of multi-touch gestures are
built, using up to four touch points to complete the 11 different interactions. Mean-
while, the advanced interaction was designed without influencing the usability of the
basic interaction (G6). We divide the gestures into four types including translation,

Fig. 1. Screenshot of rotating the object about x-axis.

Fig. 2. Translation interaction.
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rotation, scaling and viewpoint controlling. The gestures can be manipulated smoothly
and users can switch between different types of gestures on the fly to realize different
operations (G7).

Translation. For translation, the axis tool is triggered when one finger touches the
model. After that users can move the object directly within the plane parallel to the
view plane (Fig. 2d). In this condition, the model is “sticking” with the finger so as to
perform a precise movement. By adding one more finger from the other hand to pick
x-/y-/z-axis on the axis tool, the model will be moved separately in the three directions
(Fig. 2).

Rotation. We design three types of interactions for orienting the model including
constrained rotation, trackball rotation, and rotation around user-defined center.

For constrained rotation, after triggering the axis tool by two adjacent touches on
the screen, users can add one touch point on the axis tool to a specific axis that the
model is expected to rotate around (Fig. 3). By dragging two touches on the screen,
users perform trackball rotation (Fig. 4a).

Additionally, we provide users the ability to rotate the model around a user-defined
center (Fig. 4b). After triggering the rotation interaction by two touches on the screen,
users can add two more touches to define the rotation center. The 2D location of the
rotate center is defined at the first intersecting point on the object corresponding to
ray-casting of the middle point of the two adjacent touches. By moving fingers up and
down, users can adjust the rotation center in the depth direction. The rotation center is
shown as a small red ball (Fig. 4b).

Fig. 3. x-/y-/z-constrained rotation interaction

Fig. 4. Free rotation interaction (Color figure online)
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Scale. For uniform scaling task (Fig. 5a), we choose the standard split-close and
split-apart gestures from two hands to support large scale. We map the changes of
distance between two touch points to the scale factor. With increasing distance, the
object is enlarged, and vice versa.

Viewpoint Control. We provide unconstrained viewing angles for interactions so as to
enable users to view and manipulate models from different angles (G5). This is
important for the task of positioning and orienting an object relative to another. Since
we manipulate 3D objects in the object coordinate system, changing the position of the
camera will cause a problem when users want to align objects based on viewpoint
changing. In order to realize viewpoint control as well as manipulate the object from
different angles correctly, we decided to rotate the scene itself instead of changing the
position of the camera. Users can swipe three fingers on the screen to view the models
from different angles (Fig. 5b).

4 User Study

A proven fact is that distinct input modalities such as mouse, keyboard and multi-touch
display, each has its unique properties of benefits and disadvantages relying on the
different application fields and the given interaction tasks [13]. To take an important
step towards a better comprehension of pros and cons of these interaction techniques
when dealing with structured 3D model, we report on a user study to compare our
method with the standard mouse-based 2D interface. Meanwhile, we evaluate our
method by users’ performance and preference, particularly for our goals G8 and G9.

4.1 Participants

We invite twelve students (six male, six female) to attend the user study. Nine of them
have experience of computer graphics or 3D computer games. Four students have
experience with large multi-touch displays. Their ages varies from 20 to 25 (M =
21.538, SD = 1.45). All the users were right-handed.

(a) scaling   (b) viewpoint controlling

Fig. 5. Scaling and viewpoint controlling

4.2 Apparatus

We use a 65″ LED display with high resolution (1920 * 1080 pixels) and a G5
Multi-touch screen overlaying the display from PQLab, which supports 50+ touch
points detectable simultaneously.
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For standard 2D interface, we chose a 450 dpi average speed mouse and keyboard as
interaction devices as shown in Table 1 instead of using widgets so that we can avoid
computing the extra time and distance for mouse to reach the menus or buttons. The
examples of setups for the experiments are shown above (Fig. 6). For touch interactions,
users stood in front of the large display, while a table was placed in front of the screen for
mouse/keyboard interactions condition. The application ran under Windows 10.

4.3 Tasks

We tested eight tasks of independent basic manipulations and one complex integrated
task of positioning and orienting one model according to another. The independent
tasks test the performance of our interactions method separately with exact task
instructions for 3D manipulation, while the complex integrated task requires users to
think and make decisions on specific interactions they would like to use to translate and
rotate the 3D object to the target location.

(a) touch interaction                    (b) mouse and keyboard interaction

Fig. 6. Example setup of touch and mouse/keyboard interaction.

Table 1. 3D manipulation of mouse and keyboard

Task Mapping event

x-/y-translation Left button drag
z-translation Left button down + scroll up and down
x-/y-/z-constrained
rotation

Key {x|y|z} down + right button drag

Trackball free rotation Right button drag
Rotation around
user-defined center

Define center: key {c} down + left button down + scroll up and
down rotate: right button drag

Scaling Scroll up and down
Viewpoint controlling Key {left|right} down
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The eight independent tasks are the basic components of the integrated task. We
tested three interaction techniques, translation, rotation, and scale. There were two
translation tasks, one for translating on the x-/y-plane and the other for translating in
3D space. We tested constrained rotation and free rotation separately within a total of
five rotation interactions. Table 2 below shows the description of each task.

We asked users to position and orient a bone relative to a gray wireframe bone
which indicates the target model as precisely and quickly as possible. We gave
instructions of each task on the top of the viewport to guide users to perform corre-
sponding interaction (Fig. 7). We calculated whether the bone has matched the desired
position when the users’ fingers left the screen or the mouse button was released, the
task would be stopped automatically if matched. Participants were allowed to give up
the task.

For the integrated tasks, users were asked to position and orient the bone relative to
the other without instructions. The bone is placed in a random place with a random
orientation. To match the models, several interactions may need to be taken. The
viewpoint control interaction was enabled during this task for users to view the scene

Table 2. Independent tasks sequence per round

Task Description

1 x-/y-translation Translate 3D object to match the target
2 x-/y-/z-translation Translate 3D object to match the target
3 x-constrained rotation Rotate 3D object to match the target
4 y-constrained rotation Rotate 3D object to match the target
5 z-constrained rotation Rotate 3D object to match the target
6 Trackball free rotation Rotate 3D object to match the target
7 Defining center free rotation Rotate 3D object to match the target
8 Scaling Scale 3D object to fill the target

Fig. 7. Independent tasks setting.
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and manipulate the object from different angles. In this condition, users needed to make
decisions on which interactions they would like to use to match the models. They could
use the eleven types of interactions we provided to complete the task.

4.4 Design

We used a repeated-measures design for the independent tasks with two input devices
(multi-touch display, mouse/keyboard). Each user should complete tests separately for
the two devices, half of the users tested mouse first while the other half tested
multi-touch display first.

For the eight independent tasks, each user performed four rounds of tests, four
times on each task and input devices. The tasks were always shown in the same
sequence (Table 2). For each of the translation tasks, the target wireframe bone was
placed in the middle of the screen, and the position of the manipulated bone was placed
on 4 different starting positions varied by a Latin square. For rotation tasks, the bone
and target bone were placed in the middle of the scene with two different rotation
directions varied between rounds using the Latin square. For zoom tasks, the bone and
target bone were placed on four unique positions with two different zoom factors. The
first two rounds were considered as practice rounds which we do not consider them for
the final analysis of the data.

In total, we have 12 users � 2 input devices � 8 tasks � 4 times � 4 rounds = 3072
interactions for the independent tasks. We first introduced the interaction mappings for
each input devices to users before they began the test. Between the independent tasks
of each input devices, we asked users to fulfill a questionnaire to give the subjective
evaluation of the usability of the input device, including the degree of difficulty to
complete each task and the memory difficulty for each interaction mappings on a
seven-point Likert scale. After finishing all the independent tasks, users had to express
their preference for the two input devices and their reasons.

For complex integrated tasks, there was no time limitation. We measure the errors
between the models. Meanwhile, we record users’ interactions and subjective assess-
ment such as preference.

Eventually, when all tasks finished, users were asked to describe their overall
feelings without consideration of the tasks, including their favors for the input devices,
preference for constrained or free manipulation, and evaluation for the depth hints we
provided by rendering model shadows and viewpoint controlling interaction. In addi-
tion, we collected their previous experiences of computer graphics, 3D game, and
multi-touch large display. We also communicated with each user for advice and
inspiration on our future work.

5 Results

We report the results of user study from three parts, the independent tasks’ results, the
complex integrated task results, and users’ overall preference. In this section, we
analyze the result and discuss our lessons learned.
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5.1 Independent Tasks

We compared the average completion time for each task and each input device and
present the results in Table 3. The task of x-/y-translation shows no obvious difference
between mouse and touch. In contrast, mouse showed a significant difference when
dealing with the task of z translation. The results for rotation showed a significant
difference. For the tasks of constrained rotation, the mouse was much faster than touch.
However, for tasks related to free rotation, the touch outperformed mouse, especially
when dealing with rotate around user-defined center tasks. Mouse was faster when
dealing with scale tasks.

From the questionnaire, users were asked to compare the two interactions of the input
devices according to the difficulty of completing each task, the ease of remembering for
each interaction on a 7-point Likert scale, the results are shown in Table 4. Overall, both
interaction techniques rated high, we think we achieved our goal G8 and G9.

5.2 Complex Integrated Tasks

The position bias is defined as the ratio of the length of position deviation to the length
of the actual path [11]. The result of position bias showed a significant difference
between mouse and touch input devices. The position bias for mouse condition is

Table 3. Task completion time of independent tasks.

Table 4. The scores for each interaction.

Interaction Mouse Touch

x-/y-translation 6.91 6.83
z-translation 6.12 6.12
Constrained rotation 6.33 5.91
Trackball free rotation 6.25 6.25
Defining center rotation 4.87 5.58
Scaling 6.83 6.62
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1.19% and 0.73% for touch. The rotation bias is described by the Tait-Bryan angle as
shown in Table 5. This time, the mouse and touch show no significant difference. The
total rotation bias for mouse condition is 6.15° and for touch is 5.54°. As the result, the
manipulation is more accurate in touch condition.

The number of interactions users took to complete the tasks is 1963. For mouse
condition, the average interactions number is 67 times and for touch condition, the
average interactions number is 80 times. The switching between different interactions is
smoother in the touch condition than mouse, with 1.16 s for touch and 1.32 s for
mouse. Given this result, the goal G7 was achieved. We specifically count up the
interaction times for free rotations and constrained rotations. As expected, we found
that users preferred free rotation than constrained rotation for they took 412 times with
20.98% of the total for free rotation interactions and only 174 times with 8.86% of the
total for constrained rotation interactions. What’s more, the times of viewpoint control
interaction is 440 times with 22.41% of the total interactions.

5.3 Overall Preferences

After completing all independent tasks with each input devices, we asked users to
describe their preference when dealing with the time-limited independent tasks. Half of
the users preferred mouse and keyboard interactions because they are familiar with
mouse (3�), the speed of mouse is faster (2�) and less body movement (1�). While
the other half preferred touch for the interactions are more intuitive (3�), the somes-
thetic feedback (2�) and the sense of immersive (1�).

After the more complex integrated task some users changed their mind. At this
time, 83.3% users preferred touch interactions. The reasons were that they had more
control over their model (4�), the transitions between different interactions were
smoother (2�), more interesting (1�), more immersive (1�) and more intuitive (2�).
Out of the two users who preferred mouse, they insisted that the mouse is more fast and
precious.

After finishing all tasks, users were asked to report their overall preference. All
users preferred touch interaction without considering other factors because it is more
interesting. For constrained and free manipulations, 70% preferred free manipulations.
The scores for the depth hints we provided by casting the shadows of models and the
viewpoint controlling is 6.21, indicating that they thought the depth hints were quite
useful.

Table 5. Rotation bias

Tait-Bryan angle Mouse Touch

Yaw 0.98 0.07
Pitch 0.56 0.28
Roll 4.61 5.07
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6 Discuss and Lessons Learned

Touch and mouse input devices show no significant effect of x-/y-translation tasks.
While for z-translation tasks, the reason might be that the scroll wheel of mouse is
much faster and more accurate than moving touch points.

For constrained rotation tasks, the fact that touch outperformed mouse largely due
to the hardware. Unlike pressure sensitive touch screen or capacitive touch screen,
PQlab’s multi-touch screen detects the touch points by infrared ray, some extra touch
points are inevitably detected when users’ fingers are close to the screen, which makes
some failures on the gesture recognition process. When doing repetitive movements on
the multi-touch display, it was difficult for users to move their fingers smoothly due to
the friction force. From those result, we can learn that we should use at most two
fingers from each hand for frequent interactions to reduce the friction. Besides, during
the movement, the two-touches we use to control rotation were often detected as one
touch point unless the users were intentionally careful to keep these gestures. We can
learn from this that the two-touches are not suitable for frequently-used interactions.
Instead, a conjoined touches gesture combined with two fingers together may solve this
problem, which needs to be recognized technically. For the trackball rotation tasks, we
think the reason for touch’s slender lead is the same as x-y-translation tasks. While for
tasks of rotation around the user-defined center, touch was faster than mouse. We
conjecture that the interaction can be performed with a single multi-touch gesture, but
needs three steps to perform with mouse and keyboard due to the limited input
bandwidth of mouse, which is time-consuming. This result gives expression to the
advantages of multi-touch interaction for the extra input bandwidth. As a user reported,
we restrained the movement too much and the rotation is only triggered when the
movement of two-near-touches is exactly vertical or horizontal. We believe that there is
still room for the progress of the rotation interactions.

Due to the same reason as z-translation tasks, scale tasks for mouse was faster than
touch for the scroll wheel was faster and precious. It is difficult to achieve fine
adjustment. But as users reported, the scale on touch display is more intuitive and the
increment is smoother.

The results of the complex integrated task reveal that the manipulation is more
accurate in touch condition than mouse. We speculate that is because users were more
concentrated on the models in touch condition. They did not need to spend extra effort
on the keyboard. Thus, we think the touch interaction is suitable for tasks in which the
precise manipulations are required. Besides, the touch interaction was more attractive
than normal mouse interaction so that users would like to spend more time on the task.
The switching between different interactions was smoother in touch condition. There-
fore, we think we designed the interaction appropriately. According to our statistics,
unsurprisingly most of the users preferred the free manipulation. The reasons might be
that the free manipulation is more intuitive and this interaction offers users more free-
dom. The frequent use of viewpoint control interaction strongly demonstrated that
providing unconstrained viewing angles for interactions is essential for 3D manipula-
tions via 2D input and output devices.
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7 Conclusion

In this paper, we presented a novel multi-touch approach for 3D object free manipu-
lation. Our method is combined with a user-controlled axis tool and a set of elaborately
designed multi-touch gestures. The method supports eleven operations for interacting
with the 3D model in 7-DOF (goals G1, G2). We designed an advanced interaction for
defining rotation center in 3D space (G3), which existing methods did not support. With
the axis tool, gestures were designed in a simple and uniform way (G6). The switching
between gestures can be on the fly (G7). Besides, we support 3D manipulations with
unconstrained viewing angles, which provide users extra depth hints (G4, G5). We
reported on a user study comparing our method with standard mouse and keyboard
interactions. The results showed that our method was competitive when dealing with
complex integrated tasks (G9). According to users report, the gestures are easy to learn
and remember (G8). In the future, we would like to address the issues presented in the
Lesson Learned section and design better multi-touch interactions for 3D manipulation.
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Abstract. Sunken relief is an art form whereby the depicted shapes are sunk
into a given flat plane with a shallow overall depth. In this paper, we propose a
sunken relief generation algorithm based on a single image. Our method starts
from a single image. First, we smoothen the image with morphological opera-
tions such as opening and closing operations and extract the feature lines by
comparing the values of adjacent pixels. Then we apply unsharp masking to
sharpen the feature lines. After that, we focus on local information enhancement
and smoothing to obtain an image that with little burrs and jaggies. Differential
operations are necessary to produce the perceptive relief effect. Finally, we
construct the sunken relief surface by triangularization, by which
two-dimensional information is transformed into a three-dimensional model.
The results demonstrate that our method is simple and efficient.

Keywords: Sunken relief � Unsharp masking (USM) � Triangularization

1 Introduction

As a sculpture art, relief is widely used in a variety of items for signs, narratives,
decorations and other purposes since ancient periods. In the modern industrial pro-
duction, relief also has a broad applications, such as in producing nameplates, coins, or
architectural decorations. Relief can be categorized into high relief, low relief (or bas
relief), and sunken relief according to its depth structure. Digital high- and low relief
generation has been widely investigated [1–5]. However, for the sunken relief, there
remains much to be explored. Most studies [6–9] took three-dimensional (3D) models
as inputs and extracted feature lines first. Then, the final sunken relief was generated by
engraving the feature lines into a flat plane. Although satisfactory results can be
obtained from a simple 3D model (Figs. 1(a), (b)), the algorithm process is complex.
Especially, if the 3D model is complex, the generated sunken relief is less clear than
that generated from a simple 3D model (Fig. 1(c)). Two-dimensional (2D) images are
easier to obtain than 3D models. Therefore, Wang et al. [10] proposed an image-based
algorithm that adopted gradient operations to convert an image into a relief, and then
solved a Poisson equation to construct the depth information. Wu et al. [3] presented a
low relief generation approach using a 2D image of a human face. First an image of low
relief was generated from the input image. Then the shape-from-shading technique was
applied to determine the 3D shape of the final low relief. Zeng et al. [11] also proposed
a low relief generation algorithm based on a single image. They extracted feature lines,
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then generated and enhanced a base surface using both intensity and gradient infor-
mation. They also introduced a feedback process to prevent depth errors which arose
during the enhancement process. All these three methods generated 3D low relief based
on an image and obtained clear results. However, all of these techniques focused on
low relief generation and did not consider sunken relief generation.

Lines are fundamental elements in the art of painting and relief, and they can
effectively convey both shape and material information. Lines also play an important
role in human perception. In recent years, in the field of non-photorealistic rendering,
depicting shapes using feature lines has become a popular topic [9]. The number of types
of feature lines has continued to increase. The methods of extracting feature lines have
also been continually innovated and improved. In reliefs, feature lines are divided into
several main categories, including contours, creases, and suggestive contours [12–14].

As a form of sculpture, sunken relief is mainly generated by carving the relief into a
smooth plane. Most studies focus on adopting complex algorithms to generate smooth
curved surfaces whose depth varies within a limited range [7]. However, if only the
feature lines are engraved into the plane, we can easily generate a sunken relief [7].
Despite this, few researchers were aware of the importance of feature lines for relief
sculptures until Wang et al. [7] proposed an innovative method based on line-drawings.
On the basis of this study, Wang et al. [8] and Zhang et al. [9] further investigated line
drawings and relief generation from a 3D mesh.

In this paper, we propose a simple and efficient image-based sunken relief gener-
ation method based on extraction of feature lines from 2D images. First, some image
pre-processing methods are applied to smooth the image. Then, feature lines are
extracted by comparing adjacent pixel values. There are significant differences in pixel
values between the feature lines and the interior zone. Third, unsharp masking
(USM) and differential operations are used to enhance the features and produce a relief
effect. Finally, 3D relief models are constructed by a triangulated mesh, in which the
pixel values are considered as depth information.

Fig. 1. Sunken relief of a horse model by (a) Wang et al. [8] and (b) Zhang et al. [9]; (c) Sunken
relief of a complex model by Wang et al. [8].
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2 Related Works

Methods to extract feature lines can be roughly classified into two categories:
object-space and image-space approaches [15]. Object-space algorithms extract feature
lines directly on 3D surfaces by seeking out points whose radial curvature is zero. Such
approaches are more complex than image-space algorithms, which extract feature lines
from images by image processing after rendering [16]. Saito et al. [17] developed a
line-drawing method using 2D image processing operations instead of line tracking to
extract silhouettes, creases and other lines.

Owing to the limited dynamic range, the influence of the light, and the image
device restrictions, the quality of the image will be degraded during the acquisition
process. Therefore much information in the original image cannot be recognized by
human eyes. Image sharpening is an image enhancement method that uses various
mathematical methods and transformations to improve image contrast and sharpness, to
highlight objects in the image. USM originates from traditional photographic tech-
nology. It is an image edge sharpening algorithm which is based on image convolution.
The principle of USM is to exaggerate the lighter-darker contrast between the two sides
of an edge for the sake of enhancing the visual definition of the image [18].

The principle of the classic linear USM is that first the original image is smoothed
by a linear high-pass filter and then multiplied by a scale factor [10]. The result of this
is added to the original image to obtain the enhanced image. Mitra et al. [19] proposed
a non-linear operator which can be approximated as a local mean weight high-pass
filter and can reduce noise. Ramponi et al. [20] developed a cubic USM, which mul-
tiplies the Laplacian operator by an edge-square filter operator. This technology only
enhances the image detail of the local luminance changed region. Lee et al. [21]
introduced an operator based on the sequence statistics Laplacian algorithm. The output
of this operator is proportional to the difference between local mean and local median.
Thus, it can remove the Gaussian white noise effectively.

3 System Overview

First, the matrix of the 2D image is obtained, and processed by image processing
techniques such as morphological expansion, opening and closing operations and mean
filtering. Then we extract the feature lines and remove splashes in the feature line
image. After that, USM technology is used to sharpen and enhance the contours and
detail information. We define the feature lines as those that are engraved to enhance
local details. Processing is necessary to smooth the feature lines. The sunken relief
image is generated by a differential operation. Finally, the 3D relief is generated by
triangularization. The framework is shown in Fig. 2.
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4 Feature Line Extraction and Feature Enhancement

4.1 Feature Line Extraction

Feature lines are based on the source 2D image. As with any edge-detection algorithm
that operates in a continuous domain, a threshold parameter is necessary to adjust
quality of the results. Thus, we extract feature lines from the original image through
threshold detection.

The general idea is to compare the pixel value of the currently selected point with
pixel values of adjacent points. If a difference above the threshold value exists, we
consider that this selected point belongs to the boundary of the area; otherwise, the
point does not. As shown in Fig. 3, the red point is defined as the selected point and the
eight green points are the adjacent points. If the difference between the pixel value of
the red point and that of any of the green points is greater than the pre-set threshold,
this point is extracted as part of a feature line.

To simplify the program code, considering that boundary pixels of the image have
little effect on the final results of the feature line image, we neglect all the points lying
on the image border; that is, the first and last rows and the first and last columns of the
gray matrix are ignored when scanning the whole image row by row and column by
column. Thus, we can ensure that there are always 8-neighbors for every test point and
fewer constraint conditions need to be considered.

Extract 
feature lines

Feature enhancement

USM Local information 
enhancement Smoothing Relief-like 

image
Generate 3D relief

Input image

Feature line image

Fig. 2. Framework of our algorithm.

Fig. 3. Threshold detection.
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The algorithm of threshold detection for feature line extraction is as follows.
Convert RGB values of the input image to grayscale values by forming a weighted sum
of R, G, and B components. Obtain the gray matrix Iði; jÞ where i represents a row and j
represents a column of the matrix.

A linear transformation S is performed on Iði; jÞ with the purpose of conveniently
determining the range of differences among the pixel values and easily detecting the
target point. In general, a sine function is selected with a range of ½0; 1� multiplied by a
constant m so that the range is changed to ½0;m�. The corresponding transformation is
as follows:

SðIði; jÞÞ ¼ m � sinðIði; jÞÞ ð1Þ

Set t as the threshold. Scan the image row by row, and compare the selected point
with its 8-neighbors. If there exists one difference that is bigger than the threshold, this
point will be set to black (the pixel value is zero) and selected to be a part of the feature
lines. Otherwise, it is not on the feature lines and will be set to white (the pixel value is
255). The determining condition is as follows:

Iði; jÞ � Iða; bÞ[ t ð2Þ

where a represents the line number of neighbors which can be taken as i� 1 and iþ 1,
and b represents the column number of the neighbors which can be taken as j� 1 and
jþ 1.

The threshold is of great importance for the quality of the feature line image. When
t is small, the extracted feature lines convey many details. As the value of t increases, the
feature line image contains less details and line fractures increase. However, the line
becomes thinner and burrs decrease. Therefore a suitable threshold results in a feature
line image with many details but few line fractures. Repeated experiments we have
performed show that good results can be achieved when the threshold is in the range of
0.3 to 2.5. Figure 4 shows feature line images for three different thresholds. A threshold
of 0.25 results in a detailed image but with many burrs, whereas a threshold of 3.0 results
in an image with many fractures. A threshold of 1.1 results in a relatively better image.

Fig. 4. Feature line images created by our algorithm using thresholds of (a) 0.25, (b) 1.1, and
(c) 3.0.
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Although a suitable threshold can improve the quality of feature line image, there still
exists noise or blurriness in image; therefore, image processing is necessary before
extracting feature lines. We smoothen the image using morphological opening and
closing operations, and then apply a median filter. After extracting the feature lines, there
are still some false edges in the feature line image affecting the accuracy of the extraction.
Therefore, we remove these points by setting the pixel value to 255when the point’s pixel
value is zero and all its 8-neighbors greater than zero. The condition is as follows:

Iði; jÞ ¼¼ 0 && Iða; bÞ[ 0 ð3Þ

As a result, an image composed of black and white lines is obtained, which is a
more effective feature lines image.

4.2 Feature Enhancement

After obtaining the feature lines image, we can directly generate a relief-like image;
however, it contains a lot of breaks (see Fig. 5). To overcome this, we apply some
image processing to the input image to sharpen the feature lines and to enhance the
final relief quality (see Fig. 9).

Unsharp Masking. USM is a commonly used technique which is used to sharpen the
edges of an image [22]. By using USM, the contrast of the edge details can be quickly
adjusted. A bright line and a dark line are generated on the two sides of any edges to
make the image more distinct [18]. In this paper, we used the classic linear USM
because it is simple and the enhancement effect is relatively good [10].

First the image is smoothed. We apply the neighborhood average method which
adds the gray value of one pixel in the original image to the gray value of the pixel
adjacent to it and then the average is calculated by dividing by 16. In this process, a
template is needed. We defined a Gaussian template denoted by W which is a 3 � 3
matrix. The template can be seen as follows:

W ¼
1 2 1
2 4 2
1 2 1

ð4Þ

Fig. 5. Relief images with breaks.
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To obtain the average in the next step, we unitize it as follows:

Wu ¼ 1
16

�W ð5Þ

Every pixel in the original image is multiplied by the corresponding value of the
template. The process is as follows:

gði; jÞ ¼Wuð1; 1Þ � f ði� 1; j� 1Þ þ Wuð1; 2Þ � f ði� 1; jÞ þWuð1; 3Þ � f ði� 1; jþ iÞþ
Wuð2; 1Þ � f ði; j� 1Þ þ Wuð2; 2Þ � f ði; jÞ þ Wuð2; 3Þ � f ði; jþ 1Þþ
Wuð3; 1Þ � f ðiþ 1; j� 1Þ þ Wuð3; 2Þ � f ðiþ 1; jÞ þ Wuð3; 3Þ � f ðiþ 1; jþ 1Þ

ð6Þ

where f ð� ; �Þ is the gray value of the original image.
Because the smoothed image is the low frequency part of the image, to obtain the

high frequency part, we subtract it from the original. Then the high frequency part is
multiplied by a factor and added back to the original. This process is expressed as
follows:

Gði; jÞ ¼ f ði; jÞ þ kðf ði; jÞ � gði; jÞÞ ð7Þ

where gði; jÞ is the smoothed version which obtained by Eq. 6, and k is the factor
representing the amount of enhancement. We set k ¼ 5 according to repeated experi-
ments [10].

The image after USM is seen in Fig. 6, and we can see from the enlarged hat that
the borders of objects in the image are sharper.

Local Information Enhancement and Smoothing. After USM, the border is sharper,
but the obtained image quality is poor (see Fig. 6). Therefore, we apply local infor-
mation enhancement processing for a better effect. In this process, we define the points
whose pixel value is 0 as the domain of definition to process the original image because
pixel value of the point in the feature line is 0.

Fig. 6. Results of the unsharp masking.
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In principle, the original image is scanned row by row and changes are made to
points on the feature lines if there are differences between that point and its neighbors.
We set the pixel value difference to 64 because there can be a distinction generally
when it is 64. For example, in Fig. 7, supposing o is the point on the feature line, we

first traverse points of the image in directions of ab
�!

and ad
�!

. If there is a case that
a\c and a� cj j � 64 (i.e., a is darker than c), we modify it to satisfy a� cj j\64 by
increasing the value of a and reducing the value of c. Then we set o to zero. The same

work is done in directions of da
�!

and dc
!
.

The result is that a black line is added to lighter parts. As shown in Fig. 8(a), a
black line warps the contour line and through the differential operation, this black line
will be transformed into a sunken curve. But the black line is rough, so we use
Gaussian smoothing to smooth it. As seen in Fig. 8(b), burrs and jaggies are reduced.

Differential Operation. Generating the sunken effect is a key step for digital sunken
relief generation. Considering the image processing, we can obtain the relief effect from
it. The convex or concave effect showed in many images is obtained by implementing a

b

cd 

a
o

Fig. 7. Local information enhancement.

Fig. 8. Images showing (a) the result of local information enhancement in which a black line
warps the contour line and (b) the result of Gaussian smoothing with less burrs and jaggies than (a).
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differential operation. A differential operation is a process in which the present value is
subtracted from the next value (forward difference, see Eq. 8) or the previous value is
subtracted from the present value (backward difference, see Eq. 9). These two differ-
ential operations can generate a concave effect.

Df ðxÞ ¼ f ðxþ 1Þ � f ðxÞ ð8Þ

rf ðxÞ ¼ f ðxÞ � f ðx� 1Þ ð9Þ

In this paper, we apply the differential operation to obtain the perceptive sunken
relief. We use a linear spatial filtering function, whose principle is convolution, to
achieve the differential operation. However, for most images, low-frequency compo-
nents often occupy the dominant position; that is, the images are based on low fre-
quency components. Therefore, most results are small or even zero and thus the overall
color tend to be black. To obtain better visual effects that the color is close to the lime
color, we plus a direct component in such a result, that is, to increase a pixel value
constant to ensure a certain gray level. The process is as follows:

Fði; jÞ ¼ 0:5þ
X
k;l

Gði� k; j� lÞhðk; lÞ ð10Þ

where hðk; lÞ is the convolution kernel defined as h ¼ 1 0
0 �1

, k and l represent rows

and columns of hðk; lÞ respectively and the constant 0.5 is the direct component. The
result is seen in Fig. 9.

5 Sunken Relief Generation and Comparisons

5.1 Triangularization

A triangulated mesh is adopted to construct 3D relief models after obtaining the required
image information from the 2D image processing. For a simple implementation, the i

Fig. 9. Sunken relief of children.
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and j components of each vertex position correspond to the location of their counterpart
in the line image F. Accordingly, connectives of 3D vertexes at each pixel constitute the
triangular mesh.

z ¼ Fði; jÞ � os ð11Þ

where Fði; jÞ is the image pixel value, which corresponds to depth z, os is the offset
value. This leads to a sculpture in which the background is mapped to a zero-level and
each line is carved deeper into the material. Figure 10 shows the result of
triangularization.

5.2 Comparisons

Our algorithm mainly uses image processing to construct a 3D sunken relief from a 2D
image. We implemented the algorithm in Matlab. All experiments were tested on a
3.20 GHz Intel CPU with 8 GB RAM assisted by a NVIDIA GeForce GTX 750
graphics card.

Compared with the object-based method, one important advantage of our method is
that it does not require costly computation and can be easily implemented in graphics
hardware. Table 1 shows the computation time of our algorithm for four images. From
Table 1, we can see that our method is more efficient.

Fig. 10. 3D triangularization result of the children image.

Table 1. Time cost of our algorithm for three different images.

Name
(faces)

Time cost (seconds)
Feature
line
extraction

Feature
enhancement

Triangularization Total Average time for
each 10,000
faces

Bust
(557106)

0.089 0.703 13.560 14.352 0.253

Children
(804420)

0.089 0.537 19.613 20.239

Horse
(839808)

0.114 0.533 20.419 21.066
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Experimental results verify that the proposed method is effective for generating a
sunken relief from a single 2D image. For complex images, our method can better
maintain detail information. Figures 11 and 12 compare images produced by our
method with those produced using the method of Wang et al. [8]. Any image can be
processed to generate 3D sunken relief; therefore, development of industrial production
for sunken relief can be greatly promoted. However, for images with intensive lines,
our method needs to be further improved.

6 Conclusions and Future Work

In this paper, we proposed a simple and effective method to generate sunken relief from
a single image focused on feature lines. We adopted some image pre-processing to
smooth the original image and improve the quality of the image obtained by feature
line extraction. Local information enhancement and differential operation were applied
to enhance feature information. We obtained a smooth and distinct relief-like image.
Finally, a triangulated mesh was applied to construct 3D relief models through trian-
gularization. However, all lines have the same engraving depth. In future work, we will
consider introducing relief stylization which will make sunken relief more natural.

Fig. 11. Sunken relief of a horse by (a) Wang et al. [8] and (b) our method.

Fig. 12. Sunken relief of a bust by (a) Wang et al. [8] and (b) our method.
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Abstract. In recent years, one of the most noticeable issues of current ani-
mation production is the challenge from the exponential growth of animation
data known as an increasingly data-intensive process. There are obvious gaps
between the animation production needs and research development, which call
for novel design and new technology to tackle the emerging challenge of han-
dling huge amounts of data. “iMCA” is designed to develop intelligent data
management solution with the capability to handle massive and hyper type
animation asset and analyze/summarize information for reuse of data to facilitate
human creativity providing innovative interaction to allow the manipulation of
massive animation data.

Keywords: Prototype � Intelligent data management � Animation data asset

1 Introduction

Computer animation has been booming and prospering for decades. Now, computer
animation production is an increasingly data intensive process. One of the significant
changes faced by animation industry is the evolution of computer animation data [1].
The animation data management strategy of an animation company revolves around the
creation, presentation, storage, retrieval and reuse of its valuable animation data assets,
which is playing an important role in CG production and video game industry. The
demands for modern technologies to boost the data processing are urgent.

However, even though advanced theories, methods, and tools help a lot for
managing animation data, the process of animation asset to be maintained, retrieved
and reused is still a tedious work and can also be labor-intensive. Its inherent features
of complexity throw out challenges to current animation producers: how can we
develop intelligent solutions with the capability to handle huge amounts of data and
analyze/summarize information to facilitate human creativity?

Targeting this “hot issue” to current animation practitioners and researchers, a
prototype of intelligent animation data management (iMCA) is proposed in this paper
for the purpose of facilitating the storage, organization, retrieval, utilization and reuse
of digital animation data assets. Semantic and ontological analysis is leveraged to
understand and describe the complexity of animation data. Domain-specific ontology
and an ontology-based animation data retrieval system is developed in the context of
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Chinese traditional shadow play art, which is used as a usage example to provide
guidance in semantic animation data representation and retrieval. To provide seamless
and scalable access to distributed resources of this data system, mobile app is designed
to link the mobile clients to distributed servers, which allows access to animation data
to remove the geographical constraints.

The rest of the paper is structured in four parts: Sect. 2 briefly reviews the related
research works. Section 3 proposes a semantic model using ontological method to
describe animation data asset. Section 4 presents the prototype of intelligent data
management solution “iMCA” and Sect. 5 concludes this paper.

2 Related Work

Given the booming of the global computer animation industry in decades, more
challenges arise in the extant animation production, especially the way we manage the
data. There is no doubt that the animation industry is currently experiencing an
accelerating increase of the constant and speedy generation of hybrid animation data.
According to Desai’s study, the animation data generated during the last few years has
exceeded the total of the past [2]. Also, the animation data exists at almost all stages of
the animation production in a wide variety of forms - text files, audio files, video files,
texture files, graphic files, 3D model files, motion files, scene files, and many other
types. And furthermore, within each of these types, the animation file may even be in
different format. Taking the 3D model of a cartoon character for example, the 3D
model file could be the format of *.ma or *.mb for MAYA, or *.max for 3DMax. The
digital assets are expected to be stored and indexed in a fashion to be easily maintained,
retrieved and reused.

A number of applications attempt to address some of the challenges of managing
the animation data for the purpose of promoting animation production. Shotgun [3],
Alienbrain [4] and TACTIC [5] are used by professional companies, which facilitates
the monitoring of the pipeline and the management of data asset. However, the ability
of current solutions is less than satisfactory: Alienbrain is similar to a kind of file
storing and sharing system which lacks the functions of efficient information extracting
and data reusing. Shotgun and TACTIC are commercial CG production toolsets, which
mainly focus on production tracking rather than intelligent data managing.

To promote the reusability and accessibility of vast animation assets, text-based
data retrieval is commonly used in current animation data management, which indexes
the metadata such as keywords and tags associated with the annotated animation files
[6]. However, the input of keywords or metadata can be labor-intensive and time
consuming, and even the entered information may not describe the desired animation
data properly, which is still a grand challenging and interesting problem in the field of
multimedia information retrieval [7]. Contrastively, the content-based retrieval facili-
tates the searching of the animation data in a higher efficient and more user-friendly
way, which analyzes and matches the content of the animation files rather than the
metadata, e.g., the colors, contour profile, textures, or any other content information
derived from the animation files [8]. But, both the traditional text-based and the
content-based media data retrieval only depend on similarity matching of the textual or
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physical information [9]. The internal semantic information of the animation data is
ignored. If the text or matching content does not exist, the retrieval cannot be executed.
It has been proved that the semantic gap between the low level description and the high
level semantic interpretation of multimedia objects does exist in the field of data
management [10].

In recent years, being able to reflect users’ query intent and consider the semantic
information, semantics and ontology have begun to be used to describe the semantics
of animation assets and data retrieval, which could reduce the semantic gap between
low-level features and high-level semantics to achieve a better retrieval and to promote
reusability [11].

Originated in philosophy, the term of ontology is an explicit formal specification of
conceptualization that is used as an effective tool to describe general concepts of
entities, as well as their properties, relationships and constraints [12, 13]. Taking the
advantage of the establishment of common vocabulary and semantic term interpreta-
tion, the concept of ontology entered information science as a formal system for
representing domain knowledge and their related linguistic realizations required by
different applications that cover various fields, from knowledge engineering to software
engineering [14, 15].

By defining semantic concepts, inferring usage rules and combining the semantic
concepts and relations, we can leverage semantic and ontological analysis to under-
stand and describe the complexity of animation data assets. Previous research on
semantic data representation and retrieval provides us appealing solutions to construct a
systematic and standardized model to describe animation data assets at a highly abstract
and semantic level. Researchers in the AIM@SHAPE Network of Excellence project
firstly use the semantic approach to interpret multimedia object for the purpose of
facilitating animation file retrieval and reuse [16]. 3D model Search Engine [17] and
Google 3D Warehouse [18] are also well-known semantic search engines for providing
3D content accessing. Ontology for Media Resources [19] and the Core Ontology for
Multimedia (COMM) [20] are two specified ontologies developed to describe media
data (e.g., images, 3D models, audio and video files) based on the standard models for
data interchange (e.g., RDF, RDFS and OWL).

The concept of semantic and ontology is also incorporated into the description of
complex animation content, for example, the virtual environment and games. The
concept of annotated environment is proposed by Thalmann et al., which is modeled by
ontology description at a high semantic level including the environment structures,
entities’ behavior and domain knowledge [21]. Some studies, for example, NiMMiT
(Notation for MultiModal interaction Techniques) [22] and SCM (Semantic Content
Model) [23] mainly focuses on the high-level description of 3D scenes. There are also
some ontological applications in the domain of augmented reality and computer games.
In Ruminski’s research, a contextual augmented reality environment is provided to
describe the virtual world using three kinds of elements: the trackables, content objects
and interface [24]. Ontology is also used to describe games characteristics, properties
and design process, to set rules to represent game logics and to construct ontological
framework to develop and employ game-based training etc. [25–27].
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Ontology-based semantic animation data description and management acts as an
appropriate way to represent structured animation asset knowledge bases and advances
in bridging the semantic gap, which provides us suitable technique on the animation
assets management to facilitate data storage, organization, retrieval, reuse and repur-
posing. We consider leveraging semantic and ontological analysis to model animation
data in a systematic and standardized way and then develop prototype of intelligent
data management solution with the capability to handle huge amounts of data and to
analyze information for reuse of data to facilitate human creativity.

3 Semantic and Ontological Analysis of Animation Data

3.1 Semantic Model of Animation Assets

Targeting different animation topics and depending on the specific application fields,
the contents of the generated digital assets also vary. During the process of animation
production, the digital assets are arranged in data repositories, which are multimodal
and include a variety of data types - audio, video, 2D image/textual, 3D models, motion
files, scene files etc. From a semantic perspective, the repository could be abstracted
and analyzed in a systematic and standard way. In this session, a semantic model is
proposed first to describe the animation data assets to provide a clear understanding of
animation data, which is abstracted and analyzed with several sub-layers.

As illustrated in Fig. 1, the semantic model could be decomposed into four layers in
the context of 3D animation production: Geometry, Structure, Appearance and Logic,
from the basic geometry shape as the start to the logic meaning in the end. Geometry layer
is the presentation of basic graphic elements. 2D content consists of simple metadata,
such as points, lines, text, which further contributes to 3D content. 3D content provides
low-level description of singlemodel’s geometric information and physical features, such
as spheres, cones and other simple separated 3D objects. Structure layer is the combi-
nation of separated objects. Within this layer, single objects are combined into a complex
one, for example, a table, which could be decomposed into simple objects, such as boxes
etc. And the compounded object could also be integrated into other complex object to
form a more complex model or as a part of a virtual scene. Appearance layer targets the
appearance information including lighting, texture, color and transparency etc., which
transforms the art design into working reality. Logic layer describes the contents’
functions and properties from the aspect of logic, including the story plot, culture
background and personality etc.

Figure 2 presents a usage example of the proposed semantic model, which
describes the 3D model of a famous character - “Qin Shi Huang” in Chinese shadow
play, who is the king of Qin Dynasty and China’s first emperor. Mapped to the
Geometry layer in the semantic model, the shape of the character is a composition of
basic description of graphic elements, which provides low-level description of single
model’s geometric information and physical features, such as spheres, cones and other
simple separated 3D objects. In the context of traditional Chinese shadow play,
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Chinese shadow puppet is mainly made of donkey’s hide. A shadow puppet consists of
several parts and its joints are connected by threads. When playing, puppeteers use their
hands to manipulate the movement of the character through sticks attached on the
different parts of the puppet. These different parts of the puppet are mapped to the
Structure layer. Added with the appearance information mapped to the Appearance
layer, such as color, pattern or accessories, a complete shadow play character is created.

Fig. 1. Semantic model to describe the animation data assets

Fig. 2. Usage example of semantic model-“Qin Shi Huang”, the king of Qin Dynasty in China
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Further, provided with the information about story plot, culture background and per-
sonality, this character could carry rich traditional culture contents - the Logic layer. As
a higher level of expressiveness, it represents a most famous Emperor in Chinese
history.

3.2 Chinese Shadow Animation Assets Ontology

The proposed semantic model describes the animation data from the abstract high level,
which guides the implementation of the domain specified ontology further. As a usage
example, we used this ontology-based data management method in animating the
performance of a Chinese traditional shadow play titled “The Emperor and the
Assassin”: a brave fighter named “Jing Ke” attempted to assassinate the king of
Kingdom Qin -“Qin Shi Huang” to avert the imminent conquest of his home country
by Kingdom Qin. After intense fighting in the palace, however, the assassination
attempt failed, and “Jing Ke” was killed on the spot. The animation data asset used in
this animation is presented by developing a domain-specific ontology: Chinese Shadow
Animation Assets Ontology (CSAAO) as illustrated in Fig. 3, which is the ontological
implementation of the proposed semantic model.

The main point in constructing ontology is to define a basis knowledge associated
to the applied domain, a finite set of basic elementary relations description, and a set of
functions operating. The basic variables then are used to label the type of an entity or an
argument in a predicate.

Following composing the ontology basis is to construct ontology for a portion of
the Chinese shadow play art domain covered in CSAAO:

R. Roles, defines the human characters of traditional Chinese shadow puppetry,
which falls into four specific sub-types: Sheng (main male role), Dan (female role),
Jing (painted-face and forceful male role), Chou (clown male role).

Fig. 3. Diagram of Chinese Shadow Animation Assets Ontology (CSAAO)
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M. Music, defines melodies played by the accompaniment, which have standard
melodies to indicate different art atmosphere. For instance, manban represents a slow
tempo, yuanban represents standard or medium-fast tempo etc.

P. Props. On stage, characters interact with different objects to serve different
purposes. For example, a piece of dark cloth is hung up to indicate a city wall.

S. Scene. Normally, a full-length shadow play consists with several key scenes.
Each scene is a unit of action and follows the pattern of emotional progression. In a
major scene, the beginning and end are often marked by a change of characters onstage
or changing the stage set.

For instance, let us have the following predicates:

has_Prop_of (Roles: R, Props: P)
has_Music_of (Roles: R, Music: M)
has_Role_of (Scene: S, Roles: R)

Note that predicates has_Prop_of, has_Music_of and has_Role_of keep explicit
polymorphism with respect to Roles. Using these predicates we are able to code, for
instance, the information from the text “retrieval the props and music data asset used in
the scene of the ‘The Emperor and the Assassin’” as:

solution search has_Role_of (Scene: S, Roles: R)
-> has_Music_of (Roles: R, Music: M)
and
-> has_Prop_of (Roles: R, Props: P)

If we set S = “The Emperor and the Assassin”, then all the roles involved in this
scene are returned according to the predicates of has_Role_of, and after that, all the
props and music related with the retrieved roles are searched by referring the predicates
of has_Music_of and has_Prop_of.

We also propose data properties which provide attribute descriptions for classes in
the CSAAO. Taking the class of Role for example, the data properties of a character
include “name”, “age”, “rank” and “personality” etc. Figure 4 shows a usage example
of the Role class defined in the ontology.

Fig. 4. Usage example of CSAAO-“Jing Ke”
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4 Prototype of Intelligent Animation Data Management
Solution “IMCA”

A prototype of intelligent animation data management system is built upon a central
repository developed on the base of the proposed ontology CSAAO that facilitates the
storage, organization, retrieval, utilization and reuse of animation assets. The system
architecture is shown in Fig. 5.

Fig. 5. System architecture of “iMCA”

Fig. 6. Interactive illustration of CSAAO
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4.1 Ontology-Based Animation Assets Retrieval

As shown in Fig. 6, we developed a visualization tool to demonstrate the concept of
proposed ontology CSAAO, which leverages ontology to construct a systematic and
standardized model to describe at a highly abstract and semantic level to provide a full
view and understanding of the complex domain knowledge. Using structured termi-
nology, ontological analysis could capture the core logic of complex system with natural
language descriptions. This tool provides researchers with user-friendly and dynamic
interaction: each colored circle encloses a subclass that fall under its superclass; users
can click on any of the circles to zoom in or drag and drop them for interaction and check
the entities’ properties, relationships and constraints between them.

The ontology based “smart” digital assets management prototype provides seamless
and scalable access to distributed animation resources. Animation data set interpret/
display the information in a user-friendly manner. Assets Repository is a mixed-type
animation database involving domain specified knowledge of traditional Chinese shadow
play art using domain-specific information extraction, inference and rules to exploit the
semantic metadata. This repository supports ontology-based retrieval, which improves
searching performance by recognizing the animator’s intent and contextual meaning of
the digital assets in the context of Chinese traditional shadow play.

Through this ontology-based retrieval system which maps artist’s intention on the
data stored in the digital assets ontology, we can handle domain related query and
provide more reasonable and relevant feedback to meet the artist’s needs and to
facilitate data reuse (Fig. 7).

Fig. 7. Retrieval system
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As illustrated in Fig. 8(a), when inputting the name of the character “Jing Ke”,
using traditional keywords matching, only the asset of character “Jing Ke” was
retrieved. However, the best possibility is that there is still other animation asset may
exist relating to “Jing Ke”, such as his personalized weapon and his warhorse etc. This
kind of asset is expected to provide more reasonable and relevant feedback to animators

Fig. 8. Interface of ontology based retrieval system
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using ontological reasoning and referring through SPARQL queries. The result of
ontological retrieval in Fig. 8(b) shows that not only the digital character “Jing Ke” is
retrieved, but also other assets related to the searching target are also retrieved from the
knowledge base.

The following SPARQL Query Language is used as inputs: “SELECT ?property ?
object WHERE {base: Jing_Ke? property ?object}”.

The query will return a result that contains the set of all properties and objects that
is related to the character “Jing Ke”.

Pseudocode of using a Java framework for building Semantic Web - Jena API [46]
for querying from database is described as in Table 1 below:

4.2 Mobile App

Taking the advantage of the more economical and accessible technology tools, digital
media production has evolved to be a highly collaborative activity that involves teams
of people working with digital resources in different locations. The concept of

Table 1. Pseudocode for querying from database

// create a connection to animation asset database
DBConnection conn=new DBConnection(URL USER PASSWORD)

//use connection to construct model (MODEL_NAME) in the database:
ModelRDB m = ModelRDB.open(conn, MODEL_NAME);

//create shadow puppet assets ontology model spOntology 
OntModel spOntology = ModelFactory.createOntologyModel();

//create OWLReasoner, and bind with spOntology
Reasoner owlReasoner=ReasonerRegistry.getOWLReasoner()
Reasoner spReasoner=owlReasoner.bindSchema(spOntology)

//create inferring model
IModel iModel=ModelFactory createIModel(spReasoner imodel)

//When Query is ready; it will be passed to QueryEngine to execute querying

String queryStr=“…”;
Query q=new Query(queryStr)
q.setSource(iModel)
QueryExc qexec=new QueryExc (q)
QueryRs=qexec.exc()
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collaborative production can be seen through the four core ideas: Opening, Peering,
Sharing and Acting globally.

For the purpose of exchanging information and knowledge among animation studios
and collaborators, a novel mobile app is developed which allows a great dynamism in
the creative process and speeds up production. The mobile App makes it simple to
search, browse, and view media cross all projects from one place in the cloud – then
share them with anyone on the project, anywhere in the world.

App lets the artist access, review, and gives feedback on all the versions (media)
they track in the shadow play animation asset, which provides artists with the following
functions:

• Browse media, play back animation clips, movies and playlists in all the animation
projects, whether at desktop or on-the-go. As long as having an internet connection,
users can review from anywhere on the mobile device. App makes review easy.
Screenshots of the data asset list and reviewing 3Dmodel are shown in Figs. 9 and 10.

• Give feedback with comments, annotated frames, or camera images, add comments
and draw right on top of media to pinpoint exactly where to find feedbacks. Artists
receive a note with the annotated images detailing exactly what to do. Screen shots
of providing annotation are illustrated in Fig. 11.

Fig. 9. Screen shot of the asset list
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(a) Check detail by rotating and scaling

(b) Review wireframe model 

Fig. 10. Screen shot of reviewing asset
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• See history on related versions and their notes. Every note and annotation is tied to
the central repository as shown in Fig. 12. Feedback and creative direction coming
out of a review session is stored in one place and all the involved people are
notified, so everyone is on the same page at all times.

(a) Give cartoon design feedback  

Fig. 11. Screen shots of providing annotation for hyper type animation data
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We built this App in Java for Android, which has been successfully tested and ran
on Samsung Galaxy S2 tablet. We visited leading visual effects company Double
Negative [28] and Picasso Pictures (one of London’s top animation studios [29]) to
conduct a questionnaire survey of industry experts. They provided positive feedback
after preliminary trial.

(b) Provide comments  on 3D modeling 

Fig. 11. (continued)

Prototype of Intelligent Data Management System 203



5 Conclusion

The stage of our research is still proof-of-concept. We attempt to use semantic and
oncological analysis to answer the emerging challenge of handling huge amounts of
animation data produced in the industry and to find ways to address them.

Constructed on an abstract high-level, the semantic model is proposed for anima-
tion asset to provide a systematic and standardized semantic description. Domain
specified ontology has been developed in the context of traditional Chinese shadow
puppetry play as the implementation of the proposed semantic model, which formalizes
the construction of the animation data assets repository. And finally, a prototype of
intelligent animation data management system is built upon a central repository
developed on the base of the proposed ontology to facilitate the storage, organization,
retrieval, utilization and reuse of animation assets.

Our main goal is to utilize semantic/ontology concept to improve the reusability,
extensibility of the animation data assets and facilitate collaborative production. We
hope this appealing semantic method may provide guidance for other researchers to
define various domain specified ontologies and construct animation asset repositories
depending on the context and application.

At the next step, the usability of the system will be examined carefully in our test.
Animation artists and designers from the industry will be invited to participate. The
evaluation of the semantic retrieval system will be also carried out to illustrate the
benefit of this data management approach.

Fig. 12. List of related asset versions and their notes
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Abstract. The railway crane is frequently used in railway accident rescues.
However, it is generally impractical to train crane operators widely in real acci‐
dent sites considering the costs and human safety. A VR-based crane training
system for railway accident rescues is proposed in this paper. The training system
reconstructs the railway accident scenes by integrating geographical environ‐
ments, head-on collision scenarios between two high-speed trains and the railway
crane kinematics models. Crane operators can interact with the virtual accident
environment through some VR devices and gain the valuable experience of
railway accident rescues. Results of a field test show that the VR-based crane
training system for railway accident rescues can provide a safe, low-cost, efficient
and user-friendly platform for crane operators.

Keywords: Railway crane · Training system · Accident rescue · Head-on
collision · VR devices

1 Introduction

When a railway accident occurs, rescuers must deal with the accident efficiently to
restore the railway traffic to mostly minimize the economic loss. As a railway accident
rescue equipment, the railway crane plays a significant role in quickly handling railway
traffic accidents to avoid further destruction. And the proficiency of railway crane oper‐
ators is crucial to the rescue efficiency, so enhancing the proficiency of operators is
significant and urgent. Training operators in actual accidents is the best way to improve
their rescue ability. However, considering the economic costs and the potential security
risks, it is not practical for trainees to experience the real railway accidents.

Virtual reality training uses VR technology to generate the virtual environment for
trainees to practice and improve their skills. With the help of VR, a large number of
trainees can be trained within a virtual environment without spending vast amounts of
money. On the contrary, the traditional approaches have many limitations. For example,
it has to train one person at a time on a particular piece of equipment, which is often
costly and time-consuming. Hence, VR training is now used in many industries like
education [1–3], medicine [4, 5], architecture [6, 7] and the military practice [8, 9].
Benefitting from the VR technology, trainees can immerse themselves in the virtual
scenes. They can interact with the virtual environment and conduct training. The VR
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technology has also been applied in the crane training. Dong et al. [10] have developed
a virtual bridge crane in order to train and test the skills of operators safely and efficiently.
Lin et al. [11] have constructed a VR simulation based on Multigen-Vega, and the
railway crane model is established to help operators to control movement states of
cranes. A kind of interactive truck crane simulation platform based on the VR technology
is developed by Sang et al. [12], which can complete the simulation experiment of the
crane’s movement. Wang et al. [13] have studied on some key technologies of VR
application on the tower crane operating simulation system.

A VR-based crane training system for railway accident rescues is developed in this
paper, which provides a safe, low-cost and efficient virtual training platform for crane
operators. In this training system, we reconstruct the accident scenes using Unity. The
train crash simulation performed by the built-in PhysX engine can provide different
railway accident scenes for crane operators. Several VR devices, including two wireless
controllers, one HMD, two lighthouse base stations, are utilized to interact with the
virtual environment. With these devices, crane operators can enter the virtual training
scenes, evaluate the situation of the railway accident, and conduct the rescue training.

2 System Architecture

As shown in Fig. 1, the developed VR-based crane training system consists of the soft‐
ware system and the hardware system. In this VR training system, most VR simulations,
such as collision detection, railway crane simulation, and the head-on collision between
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two high speed trains, are implemented in Unity. Unity is a professional game engine
which supports Android, iOS and VR platform. It can also provide the high-level func‐
tions of controlling and interacting with real-time simulations, so the Unity is selected
as a platform to build our system. Most of 3D models in the system, which are created
by 3ds Max, are imported into Unity directly.

The software system is composed of four modules: simulation module, scenario
module, model module and evaluation module. The software system is utilized to
generate a variety of virtual railway accident scenes, which include buildings, rivers,
trees, terrains, etc. The virtual scenes can be changed in order to meet needs of users at
any time. The hardware system is composed of the operation module and the visual
display module. The hardware system is used to provide a better sense of immersion for
operators, then to make the training process as similar as a real railway crane process.
The detailed description of the six modules is given in the following section.

2.1 Scenario Module

The virtual environment generation is the first step to develop the VR-based crane
training system. The virtual environment construction is simplified as the following
steps:

1. The number of the patches of 3D models should be simplified as few as possible
2. The pixel number of the texture is processed into even number, and the texture data

of 3D models is compressed.
3. Complex 3D models consist of thousands of components. The hierarchical model

method is developed to reduce the time cost of each multiplication in the process of
frame rendering, and speed up the rendering to improve the ability of real-time
response.

Start 

Terrain tools or height maps

Environment generation and 
repairing

Texture mapping

Road and river settings

Vegetation overlay

Environment detail settings

Maya, Photoshop, etc.

Smooth processing, noise 
processing, etc.

Remote sensing image, etc.

Road path tool plug-in and 
river tool plug-in

The tree, the grass, etc.

Halo map, etc.

Material and tools

Fig. 2. Virtual environment construction method based on Unity
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The virtual scene that we construct includes the 3D models and the virtual envi‐
ronment. We use the 3ds Max modeling software to build the 3D model of railway
cranes, buildings and other objects. The virtual environment includes the visualiza‐
tion of the real terrain, which is the prerequisite for building VR-based training
system. The process of the virtual scene is shown in Fig. 2 and the whole final virtual
scene is shown in Fig. 3.

Fig. 3. Virtual railway accident scene

2.2 Simulation Module

Collision Detection. In the railway accident rescues, the boom and the rotating plat‐
form is possible to collide with the lifting load. The existence of catenary could also
lead to the collision. The collision during the rescue operation could reduce rescue
efficiency and even lead to casualties. Hence collision detection is proposed to efficiently
detect the potential spatial conflicts between the crane and the obstacles, accident vehi‐
cles and catenary in the virtual training environment. The collision detection between
two 3D models is based on the multi-level collision detection algorithm described by
Moore and Wilhelms [14]. A bounding box like rectangle box, spherical box and capsule
box are generated to enclose objects in Unity. Such a bounding box enables an efficient
test for detecting possible collisions with other objects. For example, the railway crane
can be divided into several geometrical models, such as booms, the hook and outriggers,
etc., which are enclosed by a corresponding bounding box. If the collision in the training
system is detected, the training system could firstly trigger the collision event, and then
send a warning message to the audio device to play the collision sound. Figure 4
describes the potential collision between the crane and the building components.
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Fig. 4. Collision detection between objects

Trains Crash Simulation. To enable crane operators to experience the real railway
accident scenes, it is important to retrieve the position of accident vehicles after colli‐
sions between two high speed trains. It is easy to perform the head-on collision between
two high-speed trains in Unity platform. Developers can use the built-in PhysX engine
to realistically simulate the rigid body collision, vehicle travelling, gravity and other
physic kinematics. In Unity, rigid body components allow the object to move under the
control of the physical system. To perform the train crash, a 3D kinematic model of
single-car should be firstly built in Unity. A high-speed train is composed of multiple
rigid bodies and connections. The Unity provides four basic constraint joints for devel‐
opers, including fixed joint, configurable joint, hinge joint and spring joint. The relative
motion between two rigid bodies, like the bogie and car body, are connected by the
constraint joints.

Fig. 5. Crash between two high-speed trains
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To implement the proposed train model, we use the PhysX engine in Unity to simu‐
late its continuous motion [15]. The process that a moving train at any velocity crashes
into a static train is simulated. The positions of accident vehicles after the crash are
shown in Fig. 5.

Crane simulation. The railway crane is one of the most important rescue equipment
in railway recues. A reasonable 3D crane model should be firstly built in 3ds Max based
on the practical crane structure. The 3D model of railway crane is divided into two major
parts, including the superstructure and the substructure. The superstructure includes the
boom, the rope, the hook, etc. The substructure includes the outrigger and the bogie.
After building the crane model, it should render and paste texture through setting the
entity color. Then it should be imported in Unity. To drive the motion of the crane,
physical joints are utilized to constrain each part of the crane. The PhysX engine in Unity
is also used to simulate its continuous motion. To make the hoisting process more real‐
istic, the rope plug-in is downloaded to construct the flexible rope in Unity. The inertia
oscillation of the cable will occur when the crane moves or hoists the accident vehicles.

2.3 Evaluation Module

The evaluation module is developed to evaluate the performance of the crane operators.
There are two operation contents for the crane operators in the evaluation process.

Firstly, the operators should lift the accident vehicles from the original location to
the target location. Generally, the railway accident rescue is about placing the derailed
accident vehicle on or outside the track by the railway crane, as shown in Fig. 6. When
the railway accident occurs, operators are asked to arrive at the accident site, and put
down the hook on the center of the vehicles to avoid vehicles vibration during the
hoisting process, then place accident vehicles at the target location. Scores will be
deducted if accident vehicles deviate from the target location or the hook deviates from
the center of the vehicles.

Secondly, to increase the difficulty of training, the cable is designed to be flexible.
The inertia oscillation of the cable will occur when the boom moves, and further lead
to the hoisting load vibration. It is difficult to control the orientation of the load and may
interfere with the building components. The score will be deducted if the collision
happens.

Placing outside the track 

Main line

Neighbor
line

Re-tailing

Fig. 6. Crane operation scene (top view)
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3 VR Devices

The HTC Vive [16] launched by HTC Co. and Valve Co is utilized to provide users with
immersive experience by the following effective human interaction devices, a head
mounted display (HMD), two wireless controllers and two lighthouse base stations. It
has more than 70 sensors, including MEMS gyroscopes, acceleration sensors and so on,
and the refresh rate of screen could reach 90 Hz. The details of the three parts described
above are given in the following section.

3.1 Wireless Controller

The wireless controller is a plastic handle with some buttons, tracking sensors and an
open loop on top of each one, and it is an important part of the I/O device for the crane
training system (see Fig. 7). There are just two separated wireless interactive controllers
in the system. One of the two controllers controls the movement of the railway crane.
There are some buttons and indicator lights programed to control lift process, including
extending the crane boom, lifting the hook, steering the wheel, rotating the platform and
braking, etc. In addition, there are a menu button and a system button on this controller,
which are designed to provide the virtual interface for the crane operators to choose the
suitable crane and auxiliary tools (like the support beam, re-railing device, etc.). Oper‐
ators can also change views when they are operating through pushing the button for
camera switch.

The other controller is mainly used to interact with the railway accident scenes. The
larger circular button enables operators to navigate in the virtual world. Operators can
reach any place where they want to go in the VR environment. There are various accident
scenarios that are designed for operators to conduct the rescue training. According to

1-Menu button
2-Rotate left
3-System button
4-Status light 
5-Move light
6-Rotate right
7-Move backward
8-Tracking sensor
9-Pause
10-Extend the boom or 
extend the rope
11-Switch camera
12-USB charging adapter

1-Move left
2-Move forward
3-Move right
4-Move backward
5-Exit the current 
scenario
6-Switch the 
scenario
7-Switch camera

Fig. 7. Interaction controllers

A VR-Based Crane Training System for Railway Accident Rescues 213



the different requirements of operators, the training system could switch scenarios via
pushing the button for scenario switch.

3.2 HMD

The head mounted display (HMD) is a window to the VR environment. As the name
implies, it is worn on the head, and it ensures that no matter which direction the user’s
head may turn to, the display is positioned right in front of the user’s eyes. It allows
users to have a 360° view of the virtual environment. Earphone is included as an acces‐
sory of HMD in order that users can receive the warning message from the system.

3.3 Spatial Tracking System

The spatial tracking system is mainly used to track the position and orientation of oper‐
ators. In this system, the HTC Vive lighthouse base stations are used to track sensors
from the headset and controllers and determine the location of operators. Thus devel‐
opers can achieve extremely high positioning accuracy in the 3D space. Users are able
to relieve discomfort of the vertigo because they can move freely in the large VR envi‐
ronment.

3.4 System Hardware Configuration

Figure 8 shows that the developed VR-based crane training for railway rescue system
consists of three parts including a workstation, an instructor desk and the VR equipment.
The workstation is responsible for model rendering, performing the simulation of the
high-speed crane and the railway crane, the collision detection warning and the perform‐
ance analysis. It also transmits the 3D scenario to the HMD continuously. The VR
equipment is composed of three hardware parts, such as the lighthouse base stations, the
controllers and the HMD. The position and orientation of the HMD and two wireless
controllers could be tracked by the two lighthouse base stations, and the spatial position
data is transmitted to the workstation by the lighthouse base stations. The HMD is
connected with the workstation with cables. The trainees who wear the HMD can see
the virtual environment. The two wireless controllers are input devices which interact
with the virtual environment and control the motion of cranes. The instructor desk is
responsible for showing the performance of the crane for the instructor. If the crane
operators make a mistake during training, the instructor can guide the trainee to take
proper measure or deduct the score.
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Fig. 8. Structure of VR-based crane training system

4 Application of the Training System

For the entire crane training, the crane drivers should put on the HMD and hold two
wireless controllers with their hands. When operators push the system button on the
controllers, the virtual environment is displayed on the HMD’s screen, as shown in
Fig. 9, and then operators can start the training. The instructor can supervise the crane
operators’ performance through the instructor desk. The training is performed step by
step according to the actual work procedure.
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Fig. 9. Virtual environment in the HMD’s screen

Firstly, the case of a train with a speed of 27.5 km/h crashes another static train is
simulated as shown in Fig. 10.

Fig. 10. Head-on crash between two high-speed trains

Secondly, when railway accident occurs, rescuers should arrive at the accident site
as soon as possible and formulate rescue schemes. Figure 11 shows rescuers are ready
for the railway accident rescues.
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Fig. 11. The preparation for the accident rescue

Thirdly, for the head car of the train, it should be lifted outside the track timely. The
railway crane should move close to the head car and put down the hook to the support
beam. Figure 12(a) describles that the railway crane is ready to lift the head car from

(a) Lifting the head car

(b) Placing the head car to the target location 

Fig. 12. Railway accident rescue operation (Color figure online)
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the track. When the head car crashes with other objects during the hoisting process, the
warning message is sent to the headphone of the HMD, operators must adjust the angle
of boom to avoid the collision. In Fig. 12(b), the crane operator must lift the head car to
the target place outside the track. The yellow area represents the target place. Then the
first round rescue training is completed. The operator can continuously choose the
second derailed single-car to carry on the hoisting training.

5 Conclusions

This paper presents an immersive virtual system that is used to train railway crane oper‐
ators. The system enables operators to have more field adaptability through interacting
with the VR environment. The train crash is simulated by the built-in PhysX engine in
Unity, which provides different railway accident scenes for crane operators. The combi‐
nation of the immersive VR hardware and 3D graphic engine makes them experience
the realistic railway accident scenes and finish the whole railway accident recues training
safely without getting injured. Even though operators could not feel the movement sense
of their bodies with the developed training system, the immersion provided by VR
devices can significantly enhance the efficiency of the crane rescue training. The system
is powerful and easy to operate. In future study, the training system will be further
updated by taking the rescue schemes, the crane location, and the motion planning into
account.
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Abstract. For surgeons, the precise anatomy structure and its dynam-
ics are important in the surgery interaction, which is critical for generat-
ing the immersive experience in VR based surgical training applications.
Presently, a normal therapeutic scheme might not be able to be straight-
forwardly applied to a specific patient, because the diagnostic results are
based on averages, which result in a rough solution. Patient Specific Mod-
eling (PSM), using patient-specific medical image data (e.g. CT, MRI,
or Ultrasound), could deliver a computational anatomical model. It pro-
vides the potential for surgeons to practice the operation procedures for
a particular patient, which will improve the accuracy of diagnosis and
treatment, thus enhance the prophetic ability of VR simulation frame-
work and raise the patient care. This paper presents a general review
based on existing literature of patient specific surgical simulation on
data acquisition, medical image segmentation, computational mesh gen-
eration, and soft tissue real time simulation.

Keywords: Patient Specific Modeling · Surgery simulation · Virtual
reality

1 Introduction

Approximately 200,000-injury or death cases come from preventable human med-
ical errors in hospitals annually [15]. Undesirable effects caused by human tech-
nique errors during surgeries and the fast development of new approaches (such
as minimally invasive surgery), which requires more complex technical profi-
ciency, have significantly emphasized the importance of surgical skills training
in a secure and reusable environment. With the rapid explosion of Virtual Real-
ity (VR) technology, the VR based surgery simulator provides the solution of
teaching and assessing training skills outside the operation room with high effi-
ciency and low risks [11]. Examples of commercial high-fidelity VR simulators,
including Neuro Touch, LapSim [16], and Lap Mentor [58], are inclusive training
systems consisting of laparoscopic and endoscopic surgery, general surgery, and
bariatric surgery.

Usually, a treatment might not be able to directly applied to a specific patient
due to the fact that the diagnostic results are based on averages, which result in a
c© Springer International Publishing AG 2017
J. Chang et al. (Eds.): AniNex 2017, LNCS 10582, pp. 220–233, 2017.
https://doi.org/10.1007/978-3-319-69487-0_16
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rough solution [32,52]. PSM could handle medical image data (e.g. CT, MRI, or
Ultrasound), geometry, and material properties by anatomically accurate means.
It presents the potential for surgeons to practice the surgical procedure preoper-
atively using VR simulator with the precise anatomy structure and its dynamics
for an individual patient [46]. This concept would improve the accuracy of diag-
nosis and treatment, enhance the predictability of VR based surgery simulation
framework, and raise the patient care [4,40,44]. In recent years, several surgical
systems in laparoscopic nephrectomy [38], wrist joint [18,19], hepatectomy and
pancreatectomy [17] have combined the patient specific characteristics into the
simulator.

However, it is still challenging for the state of the art algorithms in com-
puter graphics and computer vision fields to bring patient specific modeling
into standard clinical usage concerning too many manual steps involved from
data acquisition, segmentation, 3D mesh generation to final surgery simula-
tion [22,28,47]. The nonlinearity and complexity of their biomechanical models
also cause extreme challenges to give haptic feedbacks in real-time. Automating
existing manual steps in the workflow (such as soft-tissue segmentation, labelling,
and geometric corrections), identifying the complicated patient-specific material
properties, and creating a reusable and extendable pre-modeled prototype data-
base are indispensable for the future clinical approval. A general patient-specific
workflow is shown in Fig. 1. This survey focuses on comparing and discussing
current progress in medical image segmentation, mesh generation, and soft tissue
simulation.

Fig. 1. General workflow of patient-specific modelling

2 Geometry and Material Properties Acquisition

Patient-specific modeling takes the advantage of personal geometry and mater-
ial properties to generate the accurate computational mesh. There are primarily
two techniques to obtain the necessary parameters for a tissue or an organ. The
first way is directly extracting the information from 3D medical images, namely
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Computed tomography (CT), Magnetic Resonance (MR), three-dimensional
ultrasound (3D-US), positron emission tomography (PET) and rotational
angiography (RA) scanners. These kinds of medical images could provide
anatomical information represented as a 3D array of grey scale intensities in
Digital Imaging and Communications in Medicine (DICOM) format [3]. Meshes
are first generated from the image preprocessing and then assigned the material
properties to create the computational model.

3D image segmentation could also be conducted in a top-down fashion by
forming, training, and matching statistic models with shape and appearance
variations. The approach of concentrating on landmark-based shape representa-
tion and variants of Active Shape [14] and Active Appearance [13] models are
known as Statistic shape models (SSM) [26]. Comparing with the first method,
SSM could prevent the risks correlated with CT scans [6], largely save the com-
putational cost for the sake of fewer image preprocessing steps involved, and
the final output model could be put into the pre-model database for the future
application. However, studies in SSM field are still immature and need further
validation, so this review mainly discusses the patient-specific modeling through
the medical image processing.

Although there are different modalities of medical images, this review focuses
on CT and MRI based methods considering they are the most widely accepted
non-invasive radiographic techniques. Comparing with MRI, CT is well suited
for bone injuries, cancer detection, and lung and chest diagnose. Whereas MRI
could produce clearer differences between normal and abnormal tissues, it is more
suitable for soft tissue evolution studies such as brain tumors and spinal cord
injury. Table 1 compares the difference of characteristics between CT and MRI.

Table 1. Comparison between CT and MRI

Image types Characteristics Appropriate study areas

CT 1. Time and cost efficient 1. Bone injuries

2. Painless 2. Cancer detection

3. Shows up the acute bleed 3. Lung and chest diagnose

MRI 1. No radiation exposure 1. Brian tumors

2. Good resolution 2. Ligament and tendon injuries

3. Clearer differences between
normal and abnormal tissues

3. Spinal cord injury

3 Segmentation

Segmentation, a process of dividing medical images into regions with similar
properties such as color, texture, contrast, and gray level that specifically dis-
play different tissue structures, organs, or pathologies, is critical for 3D anatom-
ical reconstruction in PSM pipeline [23]. Segmentation has been regarded as the
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most tedious step for the reason that human anatomical structures are naturally
complicated and rarely own any linear features. Even the segmentation of bone,
the tissue that is considered as physically and geometrically linear, faces obsta-
cles like the similar intensity with adjacent soft tissues and different grey values
for different bone regions [33]. While various algorithms have been proposed in
recent years, to achieve complete, accurate, and efficient automatic segmenta-
tion is still a tough problem. Medical image segmentation algorithms could be
roughly divided into three categories: edge based segmentation, region based
segmentation, and clustering and classification based segmentation.

3.1 Edge Based Segmentation

Edge based segmentation generally applies the derivative operator to search and
identify gradient fields in images. This conventional method separates the objects
boundaries by locating sharp discontinuities in different color or gray level infor-
mation. Prewitt [51] provides the first order derivative edge-detecting operator
to approximate the magnitude and orientation of an image limited in the 3 × 3
district for eight directions. Second order derivative edge detective introduced by
Marr and Hildreth in 1980 [39] who suggest applying Gaussian smoothing before
Laplacian. Edge based segmentation methods are noise-sensitive. Sometimes the
fake edge and weak edge could not be detected so that they always need to be
combined with the region based segmentation algorithms.

3.2 Region Based Segmentation

Compared with the edge-based segmentation that segments images depending
on sharp changes between edges, region-based segmentation partitions images
into homogeneous regions according to predefined rules. They are rather simple
and noise immune.

Region Growing. Starting with a seed region and the stop condition (gray
level intensity, shape, color, texture or model), regions growing by appending
pixels that share similar properties to the seed region, and finally, stop when no
more pixel meets the predefined growing criteria [1].

Region Splitting and Merging. Region splitting and merging [29] the con-
junction of splitting and merging algorithms. The former algorithm sets an initial
region includes the whole image, then iteratively splits regions into sub-regions
referring to similarity criteria, and stops when no more splitting is possible. Merg-
ing algorithm complies with a contrast rule with splitting techniques by repeat-
edly merging similar region with similarity criteria. Region-based approaches
hugely rely on seed regions according to the selection and the similarity princi-
ples, consequently, it might have the chance to over or under segment and waste
computational costs both on time and memory.
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3.3 Clustering and Classification

Supervised Learning. In 1993, Pal and Pal [49] predicted that Artificial
Neural Network (ANN) based algorithms would be widely used in image segmen-
tation. ANN, a self-learning model consists of large number of connected simple
units called Artificial Neurons, could offer real-time automatic medical image
segmentation by training classifier using training set (extracting features) in
advance. Latterly, various supervised, semi-supervised, and unsupervised learn-
ing algorithms are developed. Recently, Havaei et al. [25] propose an automatic
brain tumor segmentation method based on deep neural networks which achieve
very fast segmentation between 25 s to 3 min, the sample result is shown in Fig. 2.
The biggest problem for all machine learning methods is that the learning meth-
ods are not able to formulate the model far outside the data collected during the
training stage, so this made the data capture the crucial part of the supervised
methods.

(a) Saggital View (b) Axial View

Fig. 2. Brain tumor segmentation based on deep neural network [25]

Unsupervised Learning. Unsupervised learning algorithms often target on
building decision boundaries towards unlabeled training set. Clusters are then
formed in the multidimensional feature vectors. K-means Clustering Meth-
ods [24] implement the hard segmentation for a certain number of K clusters
while Fuzzy C-means [35] algorithms produce soft segmentations. It works by
assigning the membership to pixels of the corresponding cluster in which they
have maximum membership coefficients. Despite the advantages such as accu-
racy, efficiency and more image information presented, the final outcomes of
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unsupervised algorithms are constrained to the initial cluster matrix and feature
extraction.

There is no unique standard segmentation algorithm could be applied to all
the circumstances for all the organs, tissues or tumors. Some hybrid techniques
could achieve better results. For instance, Unsupervised algorithm GA(Genetic
Algorithm) derived from ANN are combined with Self-Organizing Maps (SOM)
to detect the main features in medical images [27]. Table 2 compares the lists of
current open-source tools for medical image segmentation.

Table 2. Segmentation software comparison

Name Characteristics Reference

ITK-SNAP 1. Easy to learn and use software [12]

2. Rely on well-defined boundaries and homogeneous
structure

MITK 1. General and Extensible [45]

2. Less suitable for complicated anatomy structure

3D Slicer 1. Extensible [20]

2. Not time efficient

3. Not appropriate for tissue with ill-boundaries and
inhomogeneous structure

Seg 3D 1. Flexible [31]

2. Difficult to learn for non-professional user

4 Mesh Generation

In patient-specific modeling, computational mesh representation of anatomical
structure is considered as the most crucial step, which contains discretization of
multidimensional problems into fundamental geometry elements, such as tetra-
hedron or hexahedron [42]. Despite numerous automating algorithms have been
developed, most of them target at engineering design and application, thus, are
normally not suitable for anatomic modeling representation. Generating high
quality three-dimensional computational finite element mesh from the segmented
output for surgical simulation is facing many challenges. A good mesh should be
accurately embodied for multi-material intersection mesh features: corners (none
intersection), edges (1 intersection), and surfaces (2 intersections) [8]. As Vice-
contl et al. [56] identified, four general rules should be followed for segmentation
and mesh generation:

– Automation: Algorithms should be as automatic as possible to serve the
patient-specific pipeline for any input patient data

– Geometrically Accuracy: Computational mesh simulation outcomes would
be applied for the virtual surgery training, so that mesh generation must be
geometric accurate
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– Robustness: Image information from CT or MRI and segmented output
might be inadequate, complicated, or difficult to process. The mesh generation
algorithm need to be robust enough to deal with these kinds of circumstances

– Generality: Quality mesh should be generated regardless of their geometric
complexity

4.1 Mesh Types

Hexahedral Mesh. One hexahedral mesh needs to be represented by at least
five tetrahedral meshes. The geometry structure of hexahedral mesh is more
accurate, and volumetric locking free. However, it often requires a huge amount
of time and operators even for a single mesh, consequently, by far, there are no
automatic hexahedral mesh generation algorithms for the complicated human
tissue modeling.

Meshless Methods. Finite element methods suffer from several technical lim-
itations, for instance, huge computational cost of soft tissue deformation and
accuracy of calculation relying on the generated mesh quality. Meshless meth-
ods are regarded as one possible solution to solve these technical difficulties.
But in current stage, there is still a long gap before meshless algorithms are
transferred to clinical practice.

Tetrahedral Mesh. Tetrahedral meshes are well accepted for patient-specific
mesh generation because they are relatively easier to express complex geom-
etry of organs and tissues like brain, heart, blood vessels, bones etc. If given
the human organs or tissues geometric information in a surface manner, the
tetrahedral meshes could be generated automatically. Unfortunately, tetrahe-
dral elements present artificial stiffness known as volume locking when coping
with incompressible materials, especially for brain [41] and soft tissues. Bonet
and Burton proposed the average node pressure (ANP) tetrahedral mesh to
achieve better results for nearly incompressible materials [9]. More recently, Leea
et al. [34] present a robust and efficient form of the smoothed finite element
method (SFEM) to prevent this issue.

4.2 Tetrahedral Mesh Generation Strategy

Tetrahedral elements are still the mainstream for the state of the art patient
subject mesh expression. Mesh Generation strategies could be approximately
divided into three groups: Advancing Front, Octree-based, and Delaunay Trian-
gulations. Basic idea behind Advancing Front is to subdivide element by element
iteratively to reduce the domain with an initial boundary mesh [54]. Mesh quality
hugely relies on surface remeshing, and poor quality meshes are always produced
along boundaries. Octree-based algorithms partition geometric cubes iteratively
until touching the anticipated resolution [59] where multi-material junction con-
sistency problem could be resolved. Tetrahedral meshes are produced from both
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the irregular cells, which is formed along with boundary and internal regular
cells. However, orientation of the meshes changes with the octree cell. Quality
improvements, namely local refinement, local remeshing, and Laplacian smooth-
ing are often needed in the post-processing step.

Among three mesh generation strategies, only Delaunay based techniques
offer the quality control and able to deal with arbitrary complexity anatomic
tissue or organ structures Table 3 compares the properties of three mesh gen-
eration algorithms. Delaunay triangulation strategies could be further divided
into three types: Boundary Constrained, Delaunay Refinement, and Voronoi-
Delaunay: (Table 3).

Table 3. Three types of mesh generation algorithms applied in medical image

Surface mesh
preserved

Quality control Arbitrary
complexity input

Advancing front � × ×
Octree-based × × ×
Delaunay refinement � � �

Boundary Constrained. The goal of boundary constrained is to keep the
input boundary mesh unchanged [57]. In patient-specific solutions, this char-
acteristic would be typically useful as it could maintain the intrinsic geometry
attributes and save the operations like flips and vertex insertion. However, the
complexity of human anatomy made the boundary-constrained algorithm hard
to implement and can not guarantee the mesh quality.

Voronoi-Delaunay method creates a convex mesh-dependent energy function
to ensure the local or global minimum exists [2]. High quality tetrahedral meshes
with uniform distribution are produced and optimized at the same time, while
the input boundary meshes must be changed, and implementation process is not
computationally and timely efficient.

Delaunay Refinement aims at ensuring the mesh quality that leads the
requirement of input boundary mesh modification. One way to achieve this goal
is to keep the boundary elements while meshing the input domain after mesh-
ing or remeshing the input surface boundary. An alternative way is to operate
the surface and volume mesh instantaneously by getting new boundary mesh
through restricted Delaunay triangulation [53], which is a preferred solution for
computational mesh generation.

There are several advantages of this technique. Firstly, instead of conven-
tional mesh generation process who needs to go through a few tedious steps:
isosurface extraction (usually done by marching cubes [37]), simplification, sur-
face remeshing, merging and volume mesh generation, Delaunay refinement is an
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integrated process. Moreover, it gives the size and quality control for the tetra-
hedral mesh and approximation of surfaces and sharp features. Whereas two
inevitable problems are also raised: small (dihedral) angles might destroy the
refinement process, and ill-shaped tetrahedral (quasi-degenerate tetrahedral of
special kind named Sliver) might be included in the final outcomes. Figure 3 is a
3D computational model generated from segmented image by CGAL [30]. From
the review of current progress in mesh generation, it can be concluded that gen-
erating the high quality computational mesh and handling the boundary domain
in a reasonable time frame is still very challenging.

Fig. 3. Mesh generation by Delaunay refinement [30]

5 Surgery Simulation

Besides from precise anatomical modeling for a specific patient, real time soft
tissue simulation is also a crucial part of the fast surgery simulation system [50].
Due to the fact that most of anatomical parts are soft tissue within the surgery,
the accuracy of soft tissue deformation would enormously influence the perfor-
mance of the whole framework [21]. There are mainly four types of simulation
approaches have been widely used nowadays.

5.1 Force Based Approach

Mass-spring [5,10,36], a simple and inexpensive scheme takes Newtons second
law of motion as the theory basis to first compute the velocity from accelerations
and then the positions from velocities, which is hard to tune the spring constants
to get desired behavior and leads to overshooting problem.
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5.2 Structural Based Approaches

Finite element method (FEM) [60] takes the continuum mechanics as the the-
ory basis, which could produce accurate physical behaviors for different types of
elastic material. However the model complexity makes the technique high com-
putational cost, and the sparsity patterns from FEM are highly unstructured in
2D+, thus it could be difficult to efficiently parallelize a FEM code [55].

5.3 Position Based Dynamics

Position Based Dynamics (PBD) [43] is a method works on positions directly in
each simulation step. It is fast, stable, and controllable which makes the simula-
tion process highly efficient, easier, and best suited for the interaction environ-
ment [7]. Even though the behavior of deformable objects can be modeled using
PBD with additional constraints such as shape matching. It cannot accurately
simulate the realistic behavior of soft tissues. The real-world human soft tissues
produce non-linear and anisotropic behaviors or heterogeneous properties that
hugely limits the results for surgery simulation. Although designing the compli-
cated non-linearly constitutive model might solve these kinds of problems, this
could also lead to high computational cost and difficult parameters. Data driven
methods could be a possible solution.

5.4 Data Driven Methods

Geometric Data Driven Simulation [7]. captures the deformation example
and decomposes the large scale geometry (the overall shape of the tissue) and
the fine scale geometric (the details such as wrinkles). They can be represented
as different resolutions, modeled separately, and connected by the subdivision
schemes. Finally, high-resolution output with details is the synthesis of these two
scales geometry, which could follow the position based dynamics method.

Mechanical Data Driven Simulation [48]. Unlike the geometric data driven
methods where the parameter data could be directly measured from the train-
ing sets, mechanical data driven methods require both the deformation and
forces data from the data captured stage, and parameter data are estimated
through the numerical optimization based on physics mechanics (for example,
FEM method).

6 Future Challenges and Conclusion

This paper takes a survey for current progress in virtual reality surgery simu-
lation, particularly, concentrates on patient-specific modeling and real time soft
tissue simulation. The complexity of human anatomical representation and the
uniqueness for an individual patient and their ailments yield many challenges
yet. Further works in these fields are desired, including accurately analyzing the
geometric and anatomic structures from medical images, transferring the infor-
mation to high quality computation models, and solving technical difficulties
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related to realistic soft tissue simulation and high fidelity natural human com-
puter interactions, to present the trainee an immersive surgery environment with
realistic visual and haptic feedback.
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Abstract. We developed a Virtual Reality (VR) based telepresence system
providing novel immersive experience for remote conversation and collaboration.
By wearing VR headsets, all the participants can be gathered into a same virtual
space, with 3D cartoon Avatars representing them. The 3D VR Avatars can real‐
istically emulate the head postures, facial expressions and hand motions of the
participants, enabling them to conduct enjoyable group-to-group conversations
with people spatially isolated from them. Moreover, our VR telepresence system
offers conspicuously new manners for remote collaboration. For example, users
can play PPT slides or watch videos together, or they can cooperate on solving a
math problem by calculating on a virtual blackboard, all of which can be hardly
achieved using conventional video-based telepresence system. Experiments show
that our system can provide unprecedented immersive experience for tele-conver‐
sation and new possibilities for remote collaboration.

Keywords: Virtual reality · Telepresence system · VR avatar · Remote
collaboration · Teleconferencing

1 Introduction

Enabling people to naturally communicate, interact and cooperate with those spatially
apart from each other has been a hot research topic these years. Literally speaking, it is
a considerably nontrivial task to create hallucination for isolated users to feel like they
are just seating face-to-face in a room.

Conventional teleconferencing systems mainly rely on Internet video chat, only
allowing users to talk with flat images on the screens. Such video conferencing systems
are far from enough to create an immersive communicating experience, and it is scarcely
possible for users to remotely collaborate with each other with such systems. To cope
with such problems, these years, 3D rendering techniques have been utilized by
researchers to create immersive telepresence systems ([1–3] etc.). Virtual 3D spaces are
constructed to accommodate the avatars representing the participants, then frames
viewing from the first person’s perspective are generated by advanced rendering tech‐
niques to be shown on the screen in front of the users. Though such systems may
remarkably ameliorate the teleconferencing experiences, it is still considerably
unnatural for users to view 3D scenes through 2D flat screens.
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Recently, emerging VR/AR/MR techniques offer new possibilities for highly immer‐
sive telepresence experiences that differ greatly from conventional ones. These state-of-
the-art techniques can directly immerse people into an elaborately designed virtual
space, creating the illusion that they have been transmitted to a new world, where they
can communicate and interact with other people in novel manners.

This paper aims at exploring the potential of Virtual Reality techniques for telepre‐
sence and proposes a VR-based telepresence system for remote conversation and collab‐
oration. Figure 1 shows a demonstration of our system when two users are using VR
telepresence system to conduct a remote conversation with a PPT shown beside them.
Our system has the following features.

Fig. 1. Demonstration of our VR telepresence system, two users are conducting a remote
conversation with a PPT shown beside them. the image on the left is rendered from third person’s
perspective, with photos of two users at this moment shown at the corners. actual views in users’
VR HMDs are shown on the right.

Firstly, inside our virtual spaces, users will automatically be arranged to stand within
a circle according to the number of the participants. Although currently we only allow
two users in our telepresence system due to the lack of VR facilities in our laboratory,
it can be easily extended to support a flexible number of participants. So two people can
use our system to communicate face-to-face with each other while a group of people
can hold a small conference with our system.

Secondly, users will turn into virtual cartoon avatars picked by themselves to
communicate with the avatars of the other users. Their head motions and body gestures
will be emulated by their avatars to deliver eye contacts and body languages that are
essential for effective communications.

Additionally, with the help of advanced motion capture techniques, users also have
the ability to interact with the virtual world just with their hands using handheld control‐
lers or motion capture gloves, which is literally the most natural and spontaneous inter‐
action mode for people. Thus, users can play PPT slides or watch videos on virtual
screens, or they may cooperate on solving a math problem by calculating on a virtual
blackboard, or they can observe, manipulate and even design 3D models together, etc.
We envisage that our VR-based immersive telepresence system offers various new
possibilities for remote collaboration.
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2 Related Work

2.1 Telepresence System

Building telepresence system to virtually gather together people spatially separated has
always been a hot research topic for computer science researchers.

Video-based telepresence systems, though seriously lack of immersion, have been
widely used due to its simplicity. Therefore, many novel systems have been proposed
to improve the experience. A video-based telepresence system in [1] has made the use
of Kinect display avatars to simulate face-to-face teleconferencing with eye gazing. To
overcome the limitation of the video-based systems, these years have witnessed more
and more occurrence of rendering-based immersive teleconferencing systems. For
instance, [2] is the forerunner to utilize RGB-D cameras to dynamically reconstruct the
models for users, which is then been rendered to the screen of the remote users. As an
improvement, the Viewport system in [3] has used sparse 3D representations from point
clouds and enabled virtual seating to better simulate face-to-face communication. An
improved videoconferencing system with Kinect 3D modeling and motion parallax has
been proposed in [4]. Recently, Mixed Reality based telepresence system has been
proposed in [5], which has opened up a new way to do teleconferencing. However, most
of these telepresence systems require users to view 3D images from 2D flat screens, and
users have to imagine that they are one of the people in the 3D scenes, thus they cannot
have satisfying immersive telepresence experiences with such systems.

2.2 Remote Collaboration System

Besides enabling remote conversations, researchers have been trying to realize remote
collaboration for people spatially separated.

The stereo-vision system demonstrated in [6] implements real-time 3D reconstruc‐
tion of users to immerse them into a virtual space where they can conduct interactions
with virtual objects, thus creating the novel teleimmersive collaboration experience.
However, the real-time 3D reconstruction cannot provide high-quality rendering results.
[7] proposed an ImmerseBoard system that realistically creates an immersive experience
of writing side-by-side on board for users at two different locations, which utilizes state-
of-the-art real-time rendering and visualization techniques for depth cameras. The limi‐
tation of the ImmerseBoard lies in the fact that they only support very limited ways of
remote collaboration, and can only support two users at the same time. The Mixed
Reality telepresence system proposed in [5] provides a novel way of collaborative space
exploration. However, they only support very limited ways of man-machine interaction,
and users are still viewing from 2D flat screens, thus they cannot provide as immersive
experience as our VR telepresence system can provide.

2.3 3D Avatars

Generation and manipulation of 3D Avatars are of great importance to provide immer‐
sive telepresence experiences.
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Many researchers have proposed various algorithms for the generation of 3D avatars.
Some systems mentioned above ([2], [3] and [6] etc.) use depth cameras to dynamically
generate 3D models of users by stitching together 3D point clouds from multiple Kinects
placed around the users, which, unfortunately, consumes massive computational
resources and the 3D reconstruction from point clouds still have many perceptible arti‐
facts due to the low resolution of depth cameras. Image-Based Reconstruction (IBR)
can generate high-quality 3D avatars from images taken around users, some offline
algorithms have the advantage of creating photorealistic 3D face models. For instance,
[8] puts forward a method of creating a dynamic 3D facial avatar from video input that
captures the different angles of the users’ faces. However, such methods can only
generate 3D facial models, it cannot produce full body rigged avatars, and reconstructing
photorealistic facial avatars is still an extraordinarily nontrivial work. Therefore, in our
VR telepresence system, we compromise to use premade cartoon avatars and let users
choose the avatars according to their own preference.

Given 3D avatars, facial expression tracking and motion capture emerge to become
important research fields. Many computer vision algorithms have been proposed to deal
with real-time facial animation tracking. [9] utilizes a 3D shape regression algorithm to
locate facial landmarks for real-time facial animation tracking, given the prerequisite of
users performing specific predefined facial poses and expressions. Except for using
computer vision method, voice-based expressive lip synchronization is another alter‐
native of driving the facial animation of avatars. Recently, [10] proposed an advanced
lip-sync algorithm that is capable of generating an expressive lower-face animation with
authentic lip and jaw movements, given predefined speech transcripts along with the
sound. As for motion capture, Kinect-based motion capture techniques are popular these
years, and [11] put forward a full body motion capture algorithm leveraging two Kinect
sensors. However, it still cannot provide detailed movements of fingers. Besides, there
also exist some motion capture data gloves capable of accurately tracking users’ arm
and finger movements. For instance, a motion capture glove with 18 inertial and
magnetic measurement units (IMMUs) is presented in [12].

3 System and Implementation

3.1 System Overview

Our client-server procedure modules are demonstrated in Fig. 2. Concisely speaking,
the clients mainly handle the processing of the media and sensor data collected locally
and transmitted from the server side to generate accurate body animations and facial
blendshape parameters for the avatars, before sending them along with other scene
objects to the rendering pipeline; while the server mainly deals with receiving and
synchronizing media and sensor data from clients, arranging virtual seating for avatars,
and synchronizing motions and commands from all clients to determine the states of the
scene objects that would be sent to the clients.
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Fig. 2. System structure overview of the clients and the servers.

More explicitly, the clients’ local data processing unit is composed of head motion
tracking part, facial animation synchronization part and hand motion capture part, which
manages the gyroscope sensor data from the VR head mounted device (HMD), the media
input from media devices, and the data from either handheld controller or motion capture
glove respectively. The output can then be used to constantly drive the rigged cartoon
avatars to imitate users’ actions. Based on these features, users can mutually conduct a
remote conversation using their avatars with eye contact, facial expressions and body
gestures in virtual space.

The virtual environment interaction processing unit is the foundation for remote
collaboration of our telepresence system. It continually detects the collision between
avatars and virtual scene objects to make proper responses by modifying the state of the
scenes according to different occasions. Besides, certain commands would be generated
by using handheld controller’s command keys or pressing virtual buttons in the scenes.
Because motions and commands of different clients might run into contradictions, and
different clients may end up with different states without necessary synchronization, the
clients will first send their motions and commands to the server before receiving the
synchronized data from it.

The following sections will elaborate more on the implementation details.
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3.2 Facial Animation Synchronization

Facial Feature Tracking. Computer vision methods are the most common ways to
perform facial feature tracking to generate facial animations for avatars, which is the
first way we tried in our telepresence system to handle facial animation synchronization
of the avatars.

We firstly apply face detector from OpenCV [13] open source library on the input
images taken by the web cameras to mark out the location of the face. Then, using the
output of OpenCV as the initial rough estimates of the facial feature points, we make
use of the supervised descent method (SDM) described in [14] to optimize the positions
of the facial feature points. However, further experiments show the limitations of using
computer vision methods for facial animation synchronization. Since nowadays most
VR HMDs are still considerably huge, more than half of the face will inevitably be
occluded by the VR headsets. And faces may be completely under shadows when users
are even slightly looking down, making it hard to use computer vision methods to track
the feature points of the lower half of the face.

Considering the dilemma using computer vision methods to accomplish the synchro‐
nization of facial animations, we did not use this method in our final system and instead
turned our focus on algorithms that use voice to synchronize the lip movements for
avatars.

Voice to Lip Synchronization. Sound-based lip synchronization algorithms aim to
directly generate natural and plausible lip movements from audio input streams without
the necessity of face capture. Besides, the algorithms are efficient enough so that fame-
accurate lip synchronization with the voice can be achieved. These features make it the
best candidate to generate facial animation for our telepresence system when facial
expression capture is hard to implement as mentioned in the previous sections.

Over the years, researchers have been constantly making progress to propose much
more effective real-time lip synchronization algorithms. Although methods proposed in
[10] can generate an expressive lower-face animation with authentic lip and jaw move‐
ments. However, it requires predefined speech transcripts along with the sound input,
which is impractical for our system. After comparing between several other state-of-
the-art lip synchronization methods, we finally chose the DCT-based lip-sync animation
generation algorithm [15] for its outstanding rapidity and satisfied performance.

Phoneme and veseme are two basic concepts for lip-sync algorithms [16].
Phonemes are the most basic constitutional sound units in a language to form the
words, and different phonemes are pronounced by certain kind of lip movements.
Each phoneme corresponds to a certain lip movement pattern, which is academi‐
cally called veseme [10]. The DCT-based lip-sync algorithm [15] uses the Discrete
Cosine Transform (DCT) to automatically pick out the phonemes from the audio
input streams based on the fact that different phonemes correspond to distinguish‐
able spectral peaks in the frequency domain. Based on their work, we extract the
basic phonemes of [a], [e], [i], [o], [u], [s] from input audio. Noticing that the above
phonemes are mainly vowels, it is because most consonants correspond to visually
unobvious subtle lip movements. We then map these phonemes to the corresponding
predefined facial blendshapes of the avatars that represent the visual lip patterns. It
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is common for a word to contain a sequence of phonemes that match to different lip
patterns, so interpolation techniques are applied to smoothly transit between
different lip patterns to generate natural and fluent lip animations.

3.3 Motion Tracking

Apart from generating facial animations for the avatars, it is also quite important to
accurately manipulate their head and body motions in accordance with the users.

Head Motion Tracking. The sensitive gyroscopes inside the VR HMDs significantly
simplify the head motion capture task, which would still be a computationally costly
task using visual-based head posture tracking method like the SDM algorithm afore‐
mentioned. The gyroscope will constantly output quaternions, indicating the rotating
trajectory of the VR HMD. On account of the fact that we expect our users to sit or stand
toward a relatively fixed orientation using our telepresence system, it is legitimate for
us to regard the difference of the quaternions from gyroscope between consecutive
frames as the head rotating orientation of the users, which will be applied to manipulate
the head rotation of the avatars.

Hand Motion Tracking Using Handheld Controller. It is no doubt that there exist
many advanced motion capture techniques capable of accurately tracking the motions
of the users, whereas they are generally quite heavy-weight and deadly expensive,
contradicting with our original intention of building a light-weighted and user-friendly
VR telepresence system. Additionally, we expect our users to use our telepresence
system sedentarily, hence it can already provide immersive VR experience with hand
motion capture.

Currently, the most common commercial VR HMDs, including HTC VR, Oculus
VR, and PS VR, all incorporate their specially-made handheld controllers equipped with
advanced indoor positioning techniques. For instance, the HTC VR equipment that we
use in our telepresence system owns the innovative “Lighthouse” indoor tracking system
that is capable of instantly providing the precise positions and orientations of the headset
and its two handheld controllers. Making use of these features, we can generate plausible
hand motions for avatars with the inverse kinematic algorithm with high-efficiency.

We use the state-of-the-art forward and backward reaching inverse kinematics
(FABRIK), a fast inverse kinematic solver proposed in [17] to instantly update the posi‐
tions and rotating angles of the arm joints using the input locations of the two handheld
controllers as the targets for the avatars’ hands. The FABRIK algorithm updates the
positions and rotations of the rigid bones iteratively. To put it simply, in each iteration,
it first moves the endpoint to the target, then places its other bone point in the line formed
by the target and the endpoint of its parent bone, continually applies the algorithm to
reach the root joint, after which a second pass will be applied backward from root to the
target in a similar way. Besides, further constraints are imposed on the placing strategy
to ensure that only biomechanically plausible results are achieved by the authors, since
people cannot conduct some actions that are mathematically valid like reversely rotating
their arm to the back. The FABRIK algorithm can quickly converge to a plausible
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placement of the joints in little iterations so that the endpoint can get as close as possible
to the target.

Hand Motion Tracking Using Motion Capture Gloves. Although we can already
animate the VR avatars using algorithms described above, the produced animation is
only at the coarse level without details of finger movements, which may be inadequate
if we consider incorporating hand gesture manipulation into our system.

As stated in the section of related work, motion capture gloves may have its
advantage of capturing users’ motions at fine-grained level including finger movements
over Kinect-based motion capture techniques. After comparing several motion capture
gloves, we chose the light-weight Noitom motion capture glove, which comprises
several sensitive inertial and magnetic measurement units called perception neurons.
Experiments show that the Noitom gloves can achieve desired performance, and can
generate accurate animation to drive our VR avatars.

It is worth noticing that, the Noitom motion capture glove is optional for our system,
we tried it for the purpose of achieving better VR immersive telepresence experience
by using gestures to manipulate. Using the handheld controller to drive the avatar still
has its advantage of better convenience for users.

3.4 Virtual Interaction and Collaboration

With facial animation synchronization and motion tracking applied on VR Avatars, users
can already conduct an immersive conversation with remote users inside a virtual envi‐
ronment with the assistance of an intermediate server. Furthermore, we aim to explore
the full potential of VR by supporting natural remote interaction and collaboration.

Since the most straightforward and instinct way for us to interact within VR is
directly using their hands to touch. Hence, we mainly rely on real-time collision detec‐
tion to allow users to conduct virtual interaction and collaboration by directly touching
the virtual objects in VR.

When simply touching is not enough for some considerably complex operation,
control buttons on the handheld controller will be used to allow users to launch some
commands. To ensure that scene states on different clients keep the same, the clients
will response to the motions and commands transmitted from the server, which is
responsible for merging and synchronizing the operations from all clients.

4 Experiments and Applications

4.1 Hardware

The VR HMD that we use is the HTC Vive VR system, incorporating a VR HMD, two
handheld controllers, and two infrared localization devices. The motion capture glove
that we use is the Noitom perception neuron glove with 32 Neurons. The computers that
run our program comprise Intel® Xeon® CPU E5-2620 of 2.00 GHz with dual core,
and NVIDIA Quadro M4000 GPU, running Windows 8.1 operating system.

Virtual Reality Based Immersive Telepresence System 241



4.2 System Performance

The Accuracy of Lip Synchronization. Figure 3 shows some lip synchronization
results of 6 typical phonemes including [a], [e], [i], [o], [u], and [s], which resemble the
common mouth movements people will generate phonating these sounds. We conducted
several experiments using recordings of different people and got satisfactory results,
which show that our system can perform real-time lip synchronization and produce
reasonable and life-like mouth movements that match well with the input sound streams.
And since we perform lip synchronization by extracting phonemes from the sound input,
which is language independent, our system can hence achieve satisfactory synchroni‐
zation results with different input languages, and we tested on English and Chinese.

Fig. 3. Lip synchronization results for typical phonemes of [a], [e], [i], [o], [u], and [s]

The Accuracy of Head and Upper Body Motion Tracking. Head motion tracking is
accurate since the VR HMD can instantly provide precise quaternions indicating head
orientation, so we focus on testing the accuracy of upper body motion tracking respec‐
tively using HTC handheld controller and Noitom perception neuron motion capture
gloves.

Figure 4 shows the motion tracking results using Noitom perception neuron gloves.
These results show that Noitom glove is capable of accurately tracking the movements
of arms and hands on real-time, and it can also provide considerably accurate tracking
of fingers, enabling users to perform body languages to efficiently communicate with
each other. During the experiments, however, we found that the perception neuron
gloves may run into chaos after using for a while, then calibrations were needed to put
them back on the right track again. This may derive from magnetic field interference.
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Fig. 4. Motion tracking results using noitom perception neuron gloves

Figure 5 shows the motion tracking results using handheld controllers with inverse
kinematic. Given the two positions of the hands, the inverse kinematic algorithm can
figure out the plausible hand movement. The method can provide relatively accurate

Fig. 5. Motion tracking results using handheld controller with inverse kinematic
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hand animations when conducting small-scale hand movements, but it cannot guarantee
the accuracy when performing gross movements. Additionally, it is unable to provide
tracking of fingers. Nevertheless, the method can generate reasonable hand and arm
animation in most cases, and it is much more convenient for users to use handheld
controller compared with wearing motion tracking gloves.

Network Latency. The data we need to transmit through the network are users’ audio
stream, the motion parameters and the data used to synchronize the scenes. The users’
mouth blendshape parameters are calculated directly from audio streams to guarantee
the synchronization of mouth movements with the sound input. We tested the network
latency of our VR telepresence system, the average latency is around 100 ms – 150 ms
under our local area network. The latency is considerably low to provide well telepre‐
sence experience for users.

4.3 Application Demo: Remote Conversation and Collaboration

We have implemented an application to demonstrate the versatility of our VR telepre‐
sence system. Although our system can actually support a flexible number of users, due
to the insufficiency of the VR facilities, we temporarily only developed a two-user
application, yet most of the features of our VR telepresence system can still be shown.

Inside our VR telepresence system, users are transformed to become cartoon avatars
standing around each other. We developed two scenes for our application. Figures 1 and
6 are the demonstrations of our first scene. Users were virtually sent to a grassland, where
they can conduct face-to-face conversations, play PPT slides or watch videos together.
Figure 7 demonstrates our second scene, where they are transferred into a classroom
placed with desks, blackboards, platforms, and they are standing side-by-side with a
writable board before them. Since we only have one suit of Noitom perception neuron

Fig. 6. Users are watching videos together on grassland within our VR telepresence system
(rendering from third person’s perspective).
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glove, so we equip one user with motion capture glove and another user holds the hand‐
held controller. As depicted in the above sections, the avatars’ head and body motion
will be driven by the gyroscope inside the HTC Vive HMD and the Noitom gloves or
HTC handheld controllers, while the avatars’ facial blendshapes will be driven by the
sound input. Each person will see from the first person’s perspective, so they can see
their virtual hands and the avatars performing the actions of the other users.

Fig. 7. Demonstration of the second scene of our application, where users are transferred to a
classroom with a writable board in front of them and they can write down whatever they want to
each other. The first image is rendered from a third person’s perspective and the following images
are the actual views that the users see in VR.

Besides allowing users to conduct a remote conversation, we add many collaborative
features into our telepresence system. First, users can play PPT slides or watch videos
on a virtual screen placed beside them, with which users can conveniently share opinions
with each other using images or videos. Second, a board is placed in front of the users
in the virtual classroom, upon which they can write down whatever they wish to show
to the other users. Therefore, they can easily collaborate on to solve some problems by
sharing sketches with each other.

From this application we can draw the conclusion that our system can provide
unprecedented immersive experience for tele-conversation and new possibilities for
remote collaboration.

5 Discussion and Future Work

A VR telepresence system is proposed in this paper which can provide novel immersive
experience for remote conversation and collaboration. We use 3D cartoon avatars with
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facial blendshapes and body skeleton system as our VR avatars, of which the facial
animations are generated from real-time lip synchronization algorithm from sound input;
the head gestures are tracked using quaternions provided from gyroscope sensors of VR
headsets and the body gestures are either generated using handheld controllers of HTC
Vive by inverse kinematic algorithm or tracked utilizing Noitom perception neuron
motion capture gloves. Experiments show that our VR avatars are capable of realistically
emulating user’s motions, making it possible for users to conduct remote conversations.
Besides, we allow users to virtually interact with objects in the scenes, thus enabling
users to conduct remote collaboration. We developed an application demonstrating the
ability of our system, users can discuss PPT slides or watch videos together on a grass‐
land, or they can go to a classroom with a writable board before them. This application
shows the unlimited potential of our VR telepresence system.

There is no doubt that our system still has many limitations and many works are
needed to improve our current system. Firstly, in our system, we use 3D cartoon models
as our VR avatars, which though can provide enjoyable VR experiences, are insufficient
to create realistic telepresence experiences. So, more advanced techniques can be
applied to generate specific photorealistic VR avatars of users. Secondly, we only use
sounds to generate mouth movements for avatars, which can be improved if a back
camera is available to make it possible for visual facial tracking method, and if eye-
tracking techniques are supported inside the VR HMDs in the future, VR avatars could
have more realistic and complex facial expressions. Thirdly, although Noitom motion
capture gloves can provide fine-grained real-time motion tracking, it is still inconvenient
for users to wear. So, more advanced motion capture system could be used in the further
development.
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